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Abstract. Flowshop scheduling problems are classic examples of schedul-
ing where the objective is to minimize makespan — the total manufacturing
time. Only the processing times required for each operation are considered.
Since the general flowshop problem is NP-hard, multiple heuristic and meta-
heuristic approaches have emerged over the years. Most practical applica-
tions, however, require a much more nuanced approach: multiple — some-
times contradictory — objectives must be considered simultaneously along-
side a plethora of additional constraints. Flexible flowshop problems are an
abstraction of classic flowshops, where each stage can consist of multiple par-
allel machines, referred to as work centres. Commonly, models also have to
consider a broader range of manufacturing restrictions and variables, such
as setup times, machine eligibility restrictions, and due dates. This study
aims to demonstrate the application of genetic and memetic metaheuristic
algorithms on the FFc | sijk, dj, M; | Cmaz, Tmaz, Y, Tj, D_; U flexi-
ble flowshop scheduling problem. It also outlines a dynamic decoding method
for permutation or random key representations to alleviate controllability and
tightness problems during genotype-phenotype conversion. Common genetic
crossover and mutation operations are showcased alongside the simulated an-
nealing local search algorithm to form memetic algorithms. To handle multi-
ple objectives, a modified version of the relative distance method is employed.
The findings are demonstrated via the Taillard benchmark set.

Keywords: genetic algorithm, memetic algorithm, simulated annealing, multi-
objective scheduling, flowshop scheduling.
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1. Introduction

Flowshop scheduling problems are classic examples of constrained multi-resource
and multi-operation scheduling [12]. Classically, the objective is to minimize make-

Accepted: October 8, 2025
Published online: October 28, 2025


https://doi.org/10.33039/ami.2025.10.011
https://ami.uni-eszterhazy.hu
mailto:levente.fazekas@uni-miskolc.hu
mailto:karoly.nehez@uni-miskolc.hu

Annal. Math. et Inf. Multi-objective genetic and memetic algorithms . ..

span — the total manufacturing time — where only the processing times required
for each operation are considered. Since the general flowshop problem is NP-hard,
multiple heuristic and metaheuristic approaches have emerged over the years. Most
practical applications, however, require a much more nuanced approach: multiple
— sometimes contradictory — objectives must be considered simultaneously along-
side a plethora of additional constraints. Flexible flowshop problems [10, 20] are
an abstraction of classic flowshops, where each stage can consist of multiple par-
allel machines, referred to as work centres. Commonly, models also have to con-
sider a broader range of manufacturing restrictions and variables, such as setup
times, machine eligibility restrictions, and due dates [21, 23]. This study aims to
demonstrate the application of genetic and memetic metaheuristic algorithms on
the FFc | sijk, dj, M; | Craz, Tmaz Ej T;, Ej U; flexible flowshop schedul-
ing problem. It also outlines a dynamic decoding method [29] for permutation or
random key representations [26] to alleviate controllability and tightness problems
during genotype-phenotype conversion. Common genetic crossover and mutation
operations are showcased alongside the simulated annealing local search algorithm
to form memetic algorithms. To handle multiple objectives, a modified version of
the relative distance method [14, 15] is employed as opposed to common weighted
sum or e-constraint methods [2] or non-dominating sorting genetic algorithms [5,
19]. The findings are demonstrated via the Taillard benchmark set [24], where the
original problem has been transformed to accommodate the denoted problem.

Most flexible flowshop studies choose to focus on throughput-related perfor-
mance indicators, such as minimizing makespan or flow time. In particular cases,
throughput may not be the most important or the only objective. In make-to-order
manufacturing, a late order implies a penalty in the form of loss of goodwill, and
the magnitude of the penalty depends on the tardiness of the delivery [20]. In
many circumstances, managing on-time delivery has significance alongside improv-
ing the system’s throughput. Optimizing due-date-related schedule metrics, such
as the number of tardy orders, total tardiness, and maximum lateness, is crucial
for manufacturing firms.

In the literature, algorithms for solving the flexible flowshop problem can be
categorized into exact and heuristic approaches. Exact methods, including math-
ematical programming and branch and bound, create optimal solutions. Due to
the lack of efficient lower bounds, the branch and bound approach is limited to
simple shop configurations. Exact methods require a long time for solving large
instances. Both facts limit the practical application of these methods. A more
practical method is to search for a quasi-optimal solution in a reasonable amount
of time. For this reason, the trend is to solve flexible flowshop problems using
heuristics, especially metaheuristics.

2. Problem formulation

A scheduling problem can be described by a triplet «|S|y notation [23]. The « field
describes a machine environment and usually contains just one entry. The § field
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details the processing characteristics and constraints of operations. This £ field
may contain multiple, single, or no entries. The ~ field describes the performance
metric or metrics to be minimized.
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Figure 1. A classic flowshop problem.

Consider a flowshop F' environment with n jobs and m machines: p;; represent
the processing times. ¢ € {1, 2, ..., m} is the ith machine in the production line,
S;.; is the starting time of job j on machine ¢, C;; is the completion time of job j
on machine 7. A resource can only process one job at a time; therefore, the start
time of the next job must be equal to or greater than the completion time of its
predecessor on the same resource. A job can only be present on one resource at
any given time, meaning that the start time of the same job on the next machine
must be greater than or equal to the completion time of its predecessor operation.

Cji < Sjtr,i
Cji 2 Cjit

1
Cl,i = Zpl,k
k=1
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j
Cj1= ij,z

=1
Cji = max(Ci—1,5,Ci j-1) + pij

The first scheduled job does not have to wait for other jobs and is available from
the start 577 = 0. The completion time of the first job on the current machine is
always the sum of its previous operations on the preceding machine in the chain and
its processing time on the current machine. Figure la shows how the first sched-
uled job has only one contingency - its operations on previous machines. Jobs on
the first machine are only contingent on jobs on the same resource. Therefore, the
completion time of the job on the first machine is the sum of previously scheduled
jobs plus its own and S;; = C;_1,1. Figure 1b illustrates that the first machine
has only one contingency, and operations can follow without delay. Considering
subsequent jobs on subsequent machines (4,7 > 1), the completion times are con-
tingent on the same job on previous machines and previously scheduled jobs on
the previous machines in the chain. Figure 1c illustrates the solution for a classic
flowshop problem using a Gantt chart.

The classic flowshop problem aims to minimize the completion time of the last
job called the makespan. Therefore, the aim is to minimize the completion time of
the last scheduled machine on the last machine in the manufacturing line:

Cmaz = Cpm — min

2.1. A flexible flowshop example

A flexible flowshop is a generalization of the classic flowshop (Fm) and parallel
machine (Pm) environments. Instead of m machines in series, there are ¢ stages
with several identical machines in parallel. Each job must be processed first at
stage 1, then stage 2, and so on. A stage functions as a bank of parallel machines;
at each stage, job j requires processing on only one machine, and any machine can
do it. The queues between the various stages may or may not operate according
to the First Come First Served (FCFS) principle. In literature, flexible flowshops
have also been referred to as hybrid and multiprocessor flowshops. The following
flexible flowshop problem is presented as an example:

Fre | Si, 5,k dj; Mj | Oma;m Traz, Zij ZUJ
J J

In this paper, we present a problem with identical parallel machines at each
stage (F'F'c), machine eligibility constraints (M;), sequence-dependent setup times
(8i,5,5), due dates (d;), and multiple objective functions. Machine eligibility indi-
cates that not all machines can process any job in a stage due to certain limitations
— this characteristic is significant in the modern industry but rarely considered by
the literature [23].
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For example, a four-stage flexible flowshop, a sheet metal manufacturing envi-
ronment, is shown. The system consists of four stages: blanking, bending, welding,
and assembling. Metal sheets enter the blanking stage, cutting the raw mate-
rial into two-dimensional parts with a laser cutting machine or punching press.
Then, the parts are transferred to the bending stage to be bent into specific three-
dimensional parts. After bending, the welding and assembling stages take the parts
to a completed - final product - state. In the cutting stage, a laser cutting machine
may not be able to be used for all types of materials. Bending requires specific
tool sets and work ranges, which may rule out specific machines for a particular
part. Figure 2b illustrates such a four-stage flexible flowshop environment and a
possible path in the system as opposed to the classic flowshop example illustrated
in Figure 2a.

2.Bending
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1. Blanking automated cell
Press brake
2.Bending | | pchin
3. Welding
1. Blanking
SN
4. Assembling
3. Welding \
Assembly
Punching Welding e
machine (manual)
4. Assembling
]
A
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]

/ (b) A four-stage flexible flowshop with
unrelated machines and machine eligi-
(a) A classic flowshop environment. bility.

Figure 2. Comparison of Fm and FF'c models.

3. Encoding and decoding methods

Encoding is a representation of a solution by a vector of values representing key
decision variables on which an algorithm operates. This vector is often called a
genotype or chromosome in case of genetic algorithms. Most generally, schedules
are represented by each operation’s start and finish times on every corresponding
machine. This view allows for an infinite solution space. Since scheduling often
involves minimizing makespan, flowtime, and lateness, all operations are commonly
started as early as possible. This goal makes the schedule a semi-active schedule
[20], in which no operation can be completed earlier without change the processing
order. In such schedules, the decision variables are reduced to the machine assign-
ment of each operation and the sequence of operations on each machine. A large
encoding scheme in a large-scale solution may result in inefficient searching. Urlings
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et al. [26] studied different encoding schemes in genetic algorithms and deducted
that more detailed encodings result in worse scheduling performance. For this rea-
son, most use a permutation encoding scheme, where a solution is represented as
a job order s € §,,. Alternatively, random keys can replace direct permutations by
mapping real valued vectors s € [0,1)™ to job orders via sorting.

Decoding derives a schedule (phenotype) from the encoded solution (genotype).
Permutation encoding does not contain all necessary decision variables when con-
structing a flexible flowshop schedule. These missing variables, like machine se-
lection, are determined by heuristics during decoding; for this reason, decoding
methods are crucial to solution quality. The most adopted method is List Schedul-
ing (LS), where jobs are executed in the order given in the encoding on the first
stage and using the first-come-first-served (FCFS) principle on all subsequent ones.
With List Scheduling, the original ordering’s influence on the schedule is diminished
by the FCFS rule through the various stages. This limited influence is known as
the controllability problem. Another widely used method is Permutation Scheduling
(PS), as adopted by Ruiz and Stiitzle [22]. As opposed to List Scheduling, Per-
mutation Scheduling keeps the initial, global ordering for all stages. This method
improves control, making it easier to handle urgent jobs, but it can cause idle time
when stages desynchronize. This inefficiency is called the tightness problem.

Despite their broad application, permutation and list scheduling both have ob-
vious drawbacks. In scheduling, one may want to handle urgent jobs without the
delay caused by synchronization. For this reason, Chunlong et al. [29] utilized per-
mutation encoding and Dynamic Scheduling with first available machine selection
to minimize the total tardiness > ;T while maintaining tightness and controlla-
bility. In Dynamic Scheduling, both the completion time on the previous machine
Cj,i—1 and the global order s are used. When a machine finishes a job, it chooses
from jobs available at that time, but in the order given by the initial order s. This
method combines List Scheduling and Permutation Scheduling by modifying the
machine’s buffer into a priority-queue.

Table 1. A 2-stage scheduling problem.

Job  Stage 1 Stage 2 Due
Eligibility Processing time Eligibility = Processing time

1 {Mi1,Mi2} 2 {M2,1} 4 9

2 {My1,M12} 2 {Ma2,1} 3 12

3 {M1’1,M172} 5 {Mg’l} 2 8

Table 1 presents a two-stage flowshop problem as an illustrative example. Sup-
pose the solution is given by the Earliest Due Date (EDD) heuristic, resulting in
the job sequence s = {3, 1,2}. List Scheduling is depicted in Figure 3a. Due to dif-
fering completion times in stage 1, the job order in stage 2 changes to s = {1, 2, 3}.
The resulting performance indicators are: makespan Cp.x = 11, total tardiness
Zj T; = 3, maximum tardiness Tiax = 3, and number of late jobs Zj U; =1
(Job 3). Figure 3b shows the outcome of applying permutation-based scheduling.
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To maintain the original sequence s across both stages, the start times of Jobs 1
and 2 in stage 2 are delayed. The resulting objective values are: Cha.x = 14,
Zj T; = 4, Timax = 2, and Zj U; = 2. In contrast, Figure 3c illustrates the re-
sult of Dynamic Scheduling. Here, when Job 1 completes stage 1, it immediately
proceeds to stage 2 and is assigned to machine My ;. Later, when M, becomes
available, both Job 2 and Job 3 are waiting. Since Job 2 has higher priority ac-
cording to s, it is selected for processing before Job 3. This dynamic adjustment
achieves the same makespan as List Scheduling, Ci,.x = 11, but crucially, it was
able to uphold Job 2’s priority, eliminating all tardiness: »_ ;T3 =0.

(b) Permutation schedul-
(a) List-scheduling. ing. (¢) Dynamic scheduling.

Figure 3. Different decoding methods.

4. Examined algorithms

This paper focuses on three prominent methods: Simulated Annealing (SA), Ge-
netic Algorithms (GA), and Memetic Algorithms (MA).

Simulated Annealing (SA), introduced by Kirkpatrick et al. [13] and Cerny [3], is
a probabilistic variant of hill climbing that accepts worsening moves with decreasing
probability. Inspired by thermodynamic cooling, it explores a cost landscape via an
inhomogeneous Markov chain. The cooling schedule T'(t) is a monotonic function
impacting convergence quality [16]. For benchmarking, Multiplicative Exponential
cooling was used.

Genetic algorithms are search algorithms that mimic natural selection and ge-
netics [11]. The Swap2, Swap3, Adjacent, Reverse segment, Shift segment, Shuffle
segment mutations were considered. Recombination operators combine parts of
two parent solutions to generate one or more offspring. The following operators
were considered: Order 1 Crossover (OX1) [4, 9], Order 2 Crossover (0X2) [7,
9], Partially Mapped Crossover (PMX) [8, 9], Cycle Crossover (CX) [18], Edge
Recombination Crossover [27].

Selection mechanisms fall into fitness-proportionate (e.g., roulette) and ordinal
(e.g., tournament, truncation) categories [7].

Memetic Algorithms (MA) enhance GAs by integrating local search. Inspired
by Moscato’s model [17], they apply local refinement to globally guided search,
improving both quality and convergence speed [25]. Hybrids with nested SA as
inner search and MA as outer search have demonstrated superior approximation
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performance [1, 6, 28]. Figures 4a and 4b illustrate the core steps of GA and MA,
respectively.

;Aaéa S

ek

1

(a) Genetic algorithm. (b) Memetic algorithm.

Figure 4. Comparison of memetic and genetic algorithms.

For multi-objective optimization a modified relative distance method was used
[14]. The method utilizes two feasible solutions simultancously and generates a
numeric value based on their relative distances. This value is derived from K
fitness function value pairs, which are compared and scaled. These scaled values are
then multiplied by a weight that signifies an objective’s importance. The resulting
scaled and multiplied values are then summed. The signedness of the sum signifies
dominance or equality.

F:$* >R

k
F(s2,8y) = ZD(sw,sy)
fi(sy)_fi(sz) if max(fi(s (s
Diss, ) =  max(Fu(aa), fu(sy)) A Al Z0

0 otherwise

Our modified version uses an ideal point f = min{f;(s) : s € P} to derive a
distance for every individual in a population P(S) and sorts them accordingly —
the closer an individual is to the ideal, the better. The D function is also made
to use the total of absolute values of each objective function value. Therefore, our
F:SxP(S) = Rand D: S x P(S) = R can be applied to an entire population.
Equation (4.2) formulates our modified approach as opposed to the original method
detailed in Equation (4.1).

k
F(sy,P) =Y D(sy, P)
i=1

SE=Silse) e (4.2)
D(vap) = |fz*| =+ |fz(8x)| ! |fl | + ‘f1(5$)| #0,
0 otherwise

5. Benchmark sets

The basis of all benchmarks was the dataset published by Taillard [24]. To generate
machine configurations (work centres), constants from the set 1,2, 4 were selected,
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resulting in two scenarios: a standard case, where all stages have the same number
of machines, and a bottleneck case, where the last stage contains only a single
machine, simulating a bottleneck in the production flow. Notably, when all stages
consist of a single machine, the problem reduces to the classical flowshop variant.

Due dates were generated with a looseness factor [ = 1.3, using the upper bound
U B of each problem as a reference. The due date bounds were computed as dj, =
0.75-UB-l and dy, = 1.25-UB-l. Each due date d; was then sampled uniformly as
an integer from the interval [djp, dyp]. Setup times s; ; 1, were generated randomly
as integers in the range [0, 20]. For simplicity, total eligibility was assumed — i.e.,
all jobs are eligible for all machines at every stage.

All random generation was performed using C++’s std::mt19937 pseudo-
random number generator, initialized with the original seed used by Taillard.

6. Results

All mutation, crossover combinations were run on all problems in the 20 job, 5
machine Taillard set (1tai20_5). All algorithms were run 10 times — totaling 8100
runs — with the following parameters:

Table 2. Benchmarking parameters.

Parameter Value
GA generations 1000
MA generations 100
Chromosome count (GA & MA) 20
SA iteration count (MA) 100
SA initial temperature 3000
SA « 0.1

Distance values were calculated similarly to Equation (4.2), using the entire
result set from all algorithms on a specific problem, stage, bottleneck configuration.
Figure 5 clearly shows how memetic algorithms edge out genetic algorithms on
standard benchmarks and Inversion mutation was the operator that benefitted the
most from the introduction of a local search algorithm.

A percentile difference w from the best known solution is also used. The measure
for comparison is the upper bound, the best solution known so far. From the

obtained final makespan Cgg and the upper bound Cy g, a difference is calculated

w = €us=CUB 0.
TableU§ presents the best configurations for Genetic Algorithms (GA) and

Memetic Algorithms (MA) across varying numbers of machines per stage and bot-
tleneck settings. Configurations were selected based on the lowest total distance
from ideal objective values. For each condition, the GA and MA configurations are
compared side by side to highlight their relative performance.
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(a) Heatmap on the stan- (b) Heatmap on the bottle-
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Figure 5. Relative distance comparison per mutation, recombina-
tion for each machine count on standard and bottleneck cases.

In the case of one machine per stage without bottlenecking, the Memetic Algo-
rithm using the Inversion/CX combination outperforms its genetic counterpart in
all metrics. It achieves a lower makespan (Ci,qz), reduced total tardiness (3T,
fewer late jobs (> U), and a lower w value, although the genetic configuration
with Shift/OX1 remains competitive with a marginally better total distance. Un-
der the same machine configuration but with a bottleneck present, the Genetic
Algorithm demonstrates superior performance across all evaluated objectives. The
configuration using Shift/Position achieves the best results, with minimal Cy,qz,
tardiness, and late jobs, as well as the lowest w and total distance, indicating GA’s
adaptability in constrained environments at this scale.

With two machines per stage and no bottleneck, both algorithms perform near
optimally. The Genetic Algorithm with the Swap3/OX1 configuration achieves
perfect scheduling, indicated by zero tardiness and no late jobs. The Memetic
Algorithm also reaches optimality with a nearly identical performance, showing
both methods to be equally effective under these conditions.
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Table 3. Best configurations by total distance per stage.

Alg. M! B? Crmag T YU w F  Config?

GA 1 F 1712.82 302.31 3.06 40.70 0.01  Shift/OX1

MA 1 F 1636.28 245.25 2.43 34.23 0.02 Inversion/CX
GA 1 T 1693.31 254.16 2.43 38.76 0.01  Shift/Position
MA 1 7T 1723.82 282.51 3.06 41.50  0.02  Shuffle/CX

GA 2 F 981.94 0.00 0.00 -19.39 0.01 Swap3/0OX1
MA 2 F 985.26 0.00 0.00 -19.18 0.01 Inversion/Position
GA 2 T 1379.80 42.93 0.63 13.05 0.18  Shift/Position
MA 2 T 1389.63 69.48 0.72 13.72  0.19  Shift/OX2

GA 4 F 609.87 0.00 0.00 -49.98 0.01 Shuffle/OX1
MA 4 F 607.59 0.00 0.00 -50.19 0.01 Shuffle/Position
GA 4 T 1356.70 56.88  0.36 10.95 0.39  Shift/OX2

MA 4 T 1377.07 30.60 0.54 12.79  0.40 Swap2/Edge

When a bottleneck is introduced at the same stage count, the Genetic Algorithm
once again proves more robust. Its Shift/Position configuration yields better results
in every objective, outperforming the memetic counterpart and reinforcing GA’s
advantage under more constrained and complex processing.

At four machines per stage with no bottleneck, the Memetic Algorithm takes
the lead. The configuration with Shuffle/Position outperforms GA’s best setup by
achieving slightly better values for C,,.., w, and total distance, suggesting that
memetic search strategies scale more effectively with increased stage parallelism.

Finally, in the most complex case — four machines per stage with a bottleneck
— both algorithms show strengths in different aspects. The Genetic Algorithm
configuration yields a better makespan and fewer late jobs, while the Memetic
Algorithm significantly reduces total tardiness and produces a more favorable w
value. Although the Genetic Algorithm has a marginally better total distance, the
overall results indicate a trade-off between the two strategies depending on the
specific scheduling objective.

These findings suggest that Genetic Algorithms tend to perform better in
low-stage or bottlenecked environments, while Memetic Algorithms excel as sys-
tem complexity increases and resources are less constrained. The mutation and
crossover pairings also play a critical role, with combinations like Shift/Position,
Shuffle/OX1, and Inversion/CX consistently appearing among the top-performing
configurations.

Selection of a parameter set for Memetic Algorithms must also consider the
runtime overhead introduced by the additional local search operation. This creates
a balancing act in CPU time-management between local and global search.

IMachines per stage
2Bottleneck configuration
3Mutation/Crossover
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7. Conclusion

This study presented a comparative evaluation of Genetic and Memetic Algorithms
for solving flexible flowshop scheduling problems under varying machine stage
counts and bottleneck conditions. The results indicate that Genetic Algorithms
tend to perform better in constrained environments, especially when bottlenecks
are present or stage counts are low, while Memetic Algorithms show superior scal-
ability and robustness as the degree of parallelism increases. The evaluation across
multiple objective functions — makespan, total tardiness, number of late jobs, and
an aggregate w metric — highlighted the importance of pairing crossover and mu-
tation operators effectively with the problem structure.

8. Future research

These findings are compelling and provides ample room for future research. Fu-
ture work will explore several extensions of this study, including integrating both
fine-grained and coarse-grained parallel algorithms to reduce runtime and improve
scalability. Adding realistic constraints such as setup times, machine eligibility, and
maintenance. Combining metaheuristics with Constraint Programming could offer
better feasibility guarantees. Using neural networks to guide job and machine selec-
tion within metaheuristics, enabling adaptive scheduling policies. Extending with
algorithms to explore trade-offs between makespan, tardiness, and other objectives.
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