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Abstract. The problem of detecting untrained categories may cause effi-
ciency degradation in many application areas, because the real-word domains
are usually dynamic, or the available data set may be incomplete. Despite
the relatively high cost of related misclassification errors, the field of openset
learning is an underinvestigated domain in machine learning. The main goal
of this paper is to investigate the efficiency of current technologies for the
openset learning problem on a standard benchmark image dataset. As the
results of the performed comparison tests show that the widely proposed stan-
dard methods do not provide good results, in many cases the hybrid methods
can dominate the usual approaches. In the paper, we present a novel extended
threshold method that provides better accuracies than the usual benchmark
methods.
Keywords: image classification, CNN neural networks, openset learning prob-
lem
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1. Introduction
Neural networks are now the dominant technologies in complex classification and
regression tasks. The neural network as a universal approximator applies a complex
network of elementary functions to predict the function values at arbitrary posi-
tions. According to the General Approximation Theorem, a feedforward neural
network with a single hidden layer containing a finite number of neurons and us-
ing a continuous activation function increasing monotonically can approximate any
continuous function [6]. The model construction process to adjust the weight values
of the neural network is optimized with a training process. The usual backprop-
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agation optimization method adapts the weight values to the available supervised
training dataset.

In the case of classification problems, the neurons in the output layer corre-
spond to the different categories in the dataset and the neuron with the highest
output value determines the winner category [1]. For example, in the case of im-
age classification, the set of image categories is fixed and the training set should
cover all categories in a uniform way. The problem of unbalanced class distribu-
tion is a widely investigated problem [7] as it can cause efficiency degeneration
due to difficulty learning the limits of the decision or to misleading performance
metrics. Thus, one of the main goals of the data preparation phase is to build a
well-balanced training data set for the predefined categories.

Usually, it is hard work to meet this kind of requirement, or sometimes it is
an impossible task. Our investigation focuses on the domain of related open-set
learning problems [2]. Unlike the traditional situation, the test set may contain
cases that do not belong to any of the categories presented in the training set. The
test data set may contain instances of previously unseen classes. The key challenge
here is to detect these unseen cases; the neural network should recognize that the
input differs significantly from any trained categories.

The problem of detecting untrained categories may occur in many areas of
application, because the real word domains are usually dynamic, or the available
data set may be incomplete [5]. We can highlight the following application domains
where the risk of incomplete training set is relatively high:

• image object classification, where the image contains un-trained objects widely
used technology in medical diagnosis or autonomous driving,

• intruder detection,

• fault detection in industrial monitoring,

• sentiment analysis.

Despite the relatively high cost of related misclassification errors, the field of
openset learning is an underinvestigated domain in machine learning. The main
goal of this paper is to investigate the efficiency of current technologies for the
openset learning problem on a standard benchmark image dataset.

The results of the performed comparison tests show that the widely proposed
standard methods do not provide good results, in many cases the hybrid meth-
ods can dominate the usual approaches. In the paper, we also present a novel
extended threshold method that provides accuracies that are better than the usual
benchmark methods.

2. Related methods
The problem domain of openset learning is similar in many aspects to some other
problem domains related to incomplete training datasets. One of these fields is
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the one-class classification problem [15]. In the case of one-class classification, the
training set contains only a single class (only positive cases), and the main goal of
the prediction is to determine whether the test object belongs to this class or not
[5].

The one-shot learning domain [14] refers to the case when the training set con-
tains only a single example for each existing class. Here, the generated model
should provide an optimal generalization based on a single element per class. The
training process cannot memorize the common features found in the different in-
stances of the class, it should discover the characteristic features which can be used
to distinguish the different classes.

In zero-shot learning, the generated model is not based on instances, but on
some available metadata, semantic information on the different classes [16]. The
main challenge in this problem domain is the efficient integration of the different
multi-model metadata information items.

In the investigated openset learning task, the problem domain can be charac-
terized by the following properties [12]:

• The applied training set does not cover all classes possibly found in the pro-
duction data.

• The generated model should correctly recognize all classes found in the train-
ing set.

• The method should identify the classes not contained in the training set as
an outlier or an ‘unknown’ class.

• No additional semantic information is provided on the classes; the model is
inferred only from the available instances.

In the literature, we can find several approaches to deal with this domain of
open-set learning problem. The main methods are summarized in the following
table.

• Threshold-based category acceptance. We apply the usual multicategory clas-
sifier neural network built on the training set. Using the softmax activation
function, the output values represent the probability distribution across the
different classes. If the maximum output value is below a certain threshold
(no clear winner category), the test image is assigned as an outlier [4].

• The OpenMax method is a special variant of the threshold approach. It
applies a Weibull distribution to involve the probability of the ‘unknown’
class. [18]

• Distance-based approach where the method is based on the concept of local-
ity. If the new item is far from any training items, the tested item can be
considered an outlier, unknown class [12].
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• Development of a MLP neural network for similarity regression, where the
similarity shows the distance of the test image to the trained categories. If
the similarity is below a given threshold, the test image belongs to the new
category.

• Application of generative models, autoencoder neural networks to predict the
membership similarity to the known categories. Separate autoencoder neural
networks are constructed for the different categories. Taking the test image,
the engine generates the autoencoder output for every class. If the maximum
similarity between the input and output images is below a threshold, the
image is classified as an outlier.

• Outlier exposure method, where the initial training set is extended with noisy
outlier data that are labeled ‘unknown’ class. Although this method improves
the robustness of the model, noisy extension usually does not cover all possible
external cases [17].

The most widely used approach for the openset problem is the OpenMax
method introduced in [2] from 2016. The method first takes the activation outputs
of all known classes for all input in the training set. Then it calculates the mean
activation vector for each class. In the next step, the distances between the mean
vector and the single activation vectors are calculated, then the top k elements
with largest distances are selected, and using these values a Weibull distribution is
fit for the distinct classes.

P (d | λc, kc) = 1 − exp
(

−
(

d

λc

)kc
)

For an input test item, we first calculate the standard activation vector and distance
values. In the next step, using the Weibull distribution weights, a revised activation
vector is calculated. The formula for the Weibull weights:

ws(i)(x) = 1 − a(i) exp
(

−
(

d

λs(i)

)ks(i)
)

Next, we take an additional activation function for the unknown class. In the last
step, we apply the softmax layer for this extended revised activation vector, which
also contains a probability value for the unknown class.

The Isolation Forest method [3] applies a space segmentation algorithm to iso-
late outlier elements in the data space. The Isolation Forest architecture is built
up from more random isolation trees. For each node in the isolation tree, a ran-
dom dimension (attribute) is assigned, and a binary split procedure is performed.
The split procedure ends if the size of the corresponding subtree is below a given
threshold. Using this methodology for the entire forest, we can calculate an av-
erage depth for each item in the data set. Those items are considered outliers or
unknown cases, where this average depth is a small value.
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Isolation Forests were introduced by Liu, Ting, and Zhou in 2008 [10] as an
unsupervised method for fast anomaly detection. The algorithm is based on two
key assumptions:

• anomalies represent a minority in the dataset, and

• their feature values differ significantly from those of the majority [11].

Figure 1. Algorithm of building the isolation tree.

Figure 2. The structure of the isolation tree.

3. Proposed approaches
In our investigation, we propose an extended variant of the threshold-based ap-
proach. Usually, the existing methods perform a similarity check in the input
space or in the output space. Our assumption is that both spaces can provide
additional information about outlier items. Thus, the proposed method applies
two class similarity measures for outlier detection. The first component calculates
the similarity of the softmax output probability values. The method calculates the
differences between the probability p1 of the winner class and the probability p2 of
the second-best class.

w1(x) = p1(x) − p2(x)
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In the formula, the symbol x denotes the current element to be tested. If the model
is not sure which class is the winner, this measure w1(c) is small.

The second measure is used to locate outliers in the feature space of the objects.
Usually, the input space contains the required feature vectors, but in the case of
images, the input matrix provides only a pixel-level description, which represen-
tation is far from the semantic-level feature vector content. To provide a better
representation of semantical features, the first method version utilizes the input
vectors of the last Dense layer classifier module of the CNN neural network. Thus,
the output of the flattening layer is used to describe the image features.

For a given element x, we define

w2a(x, c) =
∑
i∈c

exp(−d(x, xi))

where the summation runs over the objects of class c. The symbol d() denotes
the distance between the tested item and a single object in class c. The large
w2a(x, c) values mean that the item is near the elements of class c, and the small
w2a(x, c) values indicate an outlier element. The proposed method calculates the
weight values both for the winner class and the complement classes. In the case
of outliers, where the class prediction is incorrect, there is no significant difference
between the values for the winner and rejected classes.

In addition to the flattening layer method, we also applied the perceptual hash-
ing approach. The perceptual hashing method is used to generate content-based
fingerprints of images. The calculation of the description vector consists of the
following steps:

• Standardization of the image, conversion to predefined size, and grayscale
colormap.

• Application of a discrete cosine transform to detect the internal description
using components of different frequency.

• Extraction of the most important components

• Calculation of the hash value for the selected components.

The final decision on the outlier status is calculated with the following method.

1. Generating the predicted class (c1) and the second-best class c2 for the input
object x using the trained CNN neural network.

2. Calculation of w1(x).

3. If w1(x) < α1 then x is an unknown outlier class.

4. Calculation of w2(x, c1).

5. If the value of w2 is above a threshold alpha2, then x is an unknown outlier
class.
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In addition to the extended threshold method, we have also tested an ensemble
CNN version classifier, where we built up a separate classifier neural network for
all classes in the data set. Each of the classifiers works as a binary classifier related
to one of the classes. If the predicted class probability is below a threshold in each
class, the test item will be predicted as an unknown class.

Considering the members of the ensemble, we investigated more variants of the
output vector representation forms, all related to some type of layer of the CNN
network. Our tests involved the following feature vector variants:

• Flattened output of convolutional layers, where a PCA reduction concept was
applied to have a moderate vector size.

• Output of the fully connected layer in the MLP module.

• Logits of the output layer in the MLP unit.

• Softmax of logits.

As this architecture presented the weakest accuracy in the preliminary tests (more
than 22% lower accuracy than the extended threshold method), we decided to
eliminate it from the group of final candidate methods.

The third proposed variant was the application of an isolation forest architec-
ture. This structure is a special variant of the random forest architecture, where
the main goal is to efficiently locate outlier nodes. The method will partition the
item into disjoint leaf nodes. If the size of the container nodes is below a threshold,
the element is considered as an outlier.

In our investigation, we adapted the Isolation Tree method to the outlier de-
tection of images, and we proposed two variants:

1. The output of the convolution module was used as the vector of attributes of
the object.

2. The softmax layer output was used as the feature vector.

4. Experimental evaluation

4.1. Test environment
The main goal of the tests performed was to evaluate the proposed outlier detection
methods and compare the accuracy levels achieved with a benchmark method.

In the tests, the following methods were involved:

• OpenMax algorithm as benchmark method

• Isolation forest

• Extended threshold method
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The test system was implemented in Python Keras-Tensorflow framework using
the Colab development environment.

For the tests, we applied the following three benchmark image classification
datasets:

• CIFAR-10 [8]

• MNIST-10 [9]

• COIL-20 [13].

The CIFAR-10 benchmark dataset contains 60000 images (50000 for training
and 10000 for test) of small resolution (32*32). The images belong to 10 cate-
gories. In the tests, we created reduced training sets to exclude instances of some
selected categories. In the test dataset, we assign these instances to a new com-
mon category. From the point of view of category prediction in the test phase, the
training dataset contains only positive examples, having only “known known” and
“unknown unknown” classes [5].

The original CIFAR-10 dataset includes items from 10 classes, but we selected
3 as unknown classes, thus the CNN neural network models involved in the exper-
iments were trained only on 7 known classes.Thus the training dataset contained
35000 images, Image resolution is (32, 32, 3). For the tests, we used all classes, the
test set contained 10000 images Thus nearly 30% of the test items belonged to the
unknown category.

The MNIST-10 dataset is a key benchmark in machine learning and computer
vision, specifically for image classification tasks. The dataset consists of a large
collection of 70,000 grayscale images of handwritten digits. The images are encoded
into a pixel matrix of size (28 , 28, 1). Its primary role is to provide a standardized,
simple dataset for training and testing various image classification algorithms, from
classic machine learning models to complex deep learning architectures. .

The Columbia Object Image Library (COIL-20) is a well-known dataset in the
field of computer vision. It consists of 1,440 grayscale images of 20 different objects.
In our tests, we included only 10 categories. The images were created by placing
each object on a turntable and capturing 72 images at 5-degree intervals as it was
rotated through 360 degrees. This setup provides a comprehensive set of images
for each object, showing it from a wide range of poses and angles.

4.2. Test results
In the efficiency tests, we measured the following accuracy values:

• T1: Validation accuracy in training of the baseline CNN model with 7 classes;

• T2: Test accuracy with 7 classes on the trained baseline CNN model;

• T3: Test accuracy with 10 classes on the trained baseline CNN model;

• T4: Test accuracy with 10 classes using the baseline OpenMax NN model;
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• T5: Test accuracy with 10 classes on the proposed Extended threshold NN
model;

• T6: Test accuracy with 10 classes on the proposed Isolation Forest NN model
using convolution layer output;

• T7: Test accuracy with 10 classes on the proposed Isolation Forest NN model
using softmax layer output.

In the tests, we performed five measurements and calculated the average and
standard deviation aggregations. The resulting aggregation values are summarized
in Table 1. The aggregated values are based on 5 measurements. In the first row,
we see the validation accuracy at the end of the training process. We involved
only 7 classes into the training, the members from 3 classes were removed from
the training set. The output layer of the constructed neural network was able to
recognize only 7 categories. The second row shows the accuracy of the test data set
with 7 classes. In the third row, the values show the test accuracy when the test
dataset contained all 10 classes. The fourth row shows the test accuracy achieved
using the OpenMax method using 10 classes in the test. The fifth row relates to the
Extended threshold method, while the sixth row is for the results of the Isolation
tree method. All values in the table are given in percentage units.

Table 1. Results of the comparison tests.

Method
measure

CIFAR
avg

CIFAR
stdev

MNIST
avg

MNIST
stdev

COIL
avg

COIL
stdev

T1 91.1 0.94 99.5 0.07 99.1 0.68
T2 71.5 0.54 98.8 0.41 98.7 1.56
T3 49.8 0.35 68.9 0.39 82.7 0.89
T4 48.7 0.56 69.5 0.04 82.8 0.34
T5 50.8 0.43 74.9 0.89 82.9 3.2
T6 49.0 1.94 47.8 3.12 82.3 0.24
T7 64.1 1.92 78.6 1.71 81.9 0.74

As we can see in the result table, we experienced an unexpected weak result
in the case of the baseline OpenMax method. The OpenMax method achieved
very similar accuracies as the baseline neural network, there was no significant
improvement. We remark that we did not perform a hyperparameter tuning for
the OpenMax method in our tests.

In the tests on the Extended threshold method, the proposed method consis-
tently yielded better results than the baseline CNN neural network or the OpenMax
method. The improvement is 1% for the CIFAR and 6% for the MNIST datasets.
In each individual test sample, the extended threshold dominated both methods
mentioned above.

The tests on the Isolation Forest method has clearly shown, that from the
variants of the methods tested, the isolation tree with softmax output provided
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the best result. Similarly to the Extended threshold approach, the isolation tree
method dominated the OpenMax engine as well. In comparison of the different
feature vector variants for the isolation tree, only the softmax variant dominated
the Extended threshold method.

5. Conclusion
The main goal of the presented work was to investigate the efficiency of the detec-
tion of unknown classes in the image classification problem. The situation, when
the test dataset contains instances of such classes which were not present in the
training set, may cause significant efficiency degradation. The methods to cope
with this kind of problem are investigated under the umbrella term openset learn-
ing.

In the paper, we present the key solution approaches and also introduce two
proposed method variants: Extended threshold method and the Isolation Tree
method. For the tests, we used three widely popular datasets: CIFAR-10, MNIST-
10, and COIL-20. The CIFAR-10 dataset contains a large amount of low-quality,
small images. As can be expected, this dataset is a hard target for the open-set
learning problem.

Based on the test results,we can summarize our experiences in the following
points:

• The proposed Isolation Forest with softmax feature representation yielded
the highest accuracy.

• The other proposed method, Extended Threshold approach secured second
place in the competition.

• The baseline OpenMax outlier detection method produced results comparable
to the baseline ANN neural network.

• The test results clearly demonstrate that the presence of unseen categories
significantly degrades accuracy.

These experiences and test results with low accuracy values show that the de-
tection of unknown classes is a hard problem, the known methods can provide only
a slightly improvement. The further optimization of the proposed method is the
next key step in our investigation.
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