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Abstract. The paper investigates the efficiency of two metaheuristic algo-
rithms, the Particle Swarm Optimization and the Tabu Search, on the Flow
Shop Scheduling Problem. Particle Swarm Optimization is a population al-
gorithm. The algorithm maintains a population of solutions. It improves
the population during the iteration. Tabu Search improves a single possible
solution. The paper presents the efficiency of the algorithms on a benchmark
dataset and compares it with results published by other researchers.

1. Introduction

Industry 4.0 [4] is also known as the fourth industrial revolution. It has fundamen-
tally changed manufacturing and industrial processes. It integrates digitalization,
automation and artificial intelligence. This new approach enables production sys-
tems to become smarter. Machines and equipment no longer perform only tradi-
tional, pre-programmed tasks. It can process data in real time and perform anal-
yses. It also can make autonomous decisions to increase efficiency. The principles
of Industry 4.0 is the closer connection of information technology and industrial
processes. Every element of the production chain can be continuously monitored,
analysed and optimised. Internet of Things (IoT), cloud computing, robotics, aug-
mented reality and data analytics are important in this process.

Production scheduling [7] aims to efficiently allocate and utilize available re-
sources, such as machinery, labor, and materials. Production scheduling involves
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scheduling production orders, setting priorities etc. This process also takes into ac-
count production capacities, machine maintenance needs and order deadlines. The
aim of production scheduling is the downtime minimization, reducing unnecessary
inventory accumulation.

Metaheuristic algorithms [1] are optimization methods. The aim is to find
near-optimal solutions to complex problems. These algorithms do not guarantee
finding the globally optimal solution. The algorithms try to navigate the solution
space efficiently. They usually combine random search elements with structured,
heuristic methods. They are able to avoid local optima and find solution near the
global optimum. For example, Genetic Algorithm [13], Simulated Annealing [5],
Tabu Search [2], Particle Swarm Optimization [14], etc.

2. Materials and methods

2.1. Flow Shop Scheduling

Flow Shop Scheduling (FSS) [6] is a production scheduling problem. During the
problem, products or workpieces must pass through different work processes or
machines. The objective function of the problem is minimizing production time,
downtime, and/or delays. All workpieces pass through the same machines and
operations. The processing times assigned to each machine can be different. Es-
tablishing the correct sequence and schedule can be very difficult. Formally, a Flow
Shop Scheduling problem can be defined as follows:

Consider a set of n jobs J = {J1,Ja,...,J,} and a set of m machines M =
{My,Ms,...,M,}. Each job .J; consists of a sequence of m operations, one for
each machine, with processing time p; ; on machine M;. The objective is to find a
permutation 7 of the jobs that minimizes a given criterion, such as the makespan,
total completion time, or total tardiness.

Mathematically, the classical Flow Shop Scheduling problem with makespan
minimization can be written in a following way:

Cmax =  maXx {Ci,m}a
i=1,...,n

where C; ; is the completion time of job J; on machine M;, calculated recursively
as:

Cl,l =DP1,1,
Cin=Ci—11 +pia, i=2,...,m,
C1j = C1j-1+p1, j=2,...,m,

Ci,j = max(C’i_Lj, Ci,j—l) + Dijs t=2,...,n, j= 2,...,m.
Typical examples of Flow Shop Scheduling applications are:

e Automotive assembly: Parts are assembled in a specific order.

¢ Electronics production: Testing, assembling, and quality control of compo-
nents.
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e Metalworking: Cutting, welding, and grinding of metals.

2.2. Particle Swarm Optimization

Particle Swarm Optimization (PSO) [3] is a population-based optimization algo-
rithm. The algorithm is inspired by the movement of particles. It was developed
by James Kennedy and Russell Eberhart in 1995. Particles represent potential
solutions that move through the search space based on their own experience and
that of the swarm. Steps of the algorithm:

1. Particle creation: Each particle represents a possible solution. The ele-
ments of the population can be randomly generated or can be the results of
a construction algorithm.

2. Velocity and position update: Particles get new velocity and position in
each iteration. Velocity is updated based on the following formula:

—

Ti(t+1) =w-Ti(t) 4+ c1 - r1 - (pbest; — Z;(t)) + ca - 72 - (ghest — (1))
where:

v0;(t): velocity of particle 7 in iteration ¢

@;(t): position of particle ¢ in iteration ¢

w: inertia weight

c1, co: learning factors that influence attraction towards pbgsti and gbgst
pbgsti: best location of particle i

gbgst: global best solution

r1 and ra: are random numbers between [0, 1]. They are independently re-
generated for each particle in every iteration. Their role is to provide a
random weighting for the particle’s movement. r; scales the “cognitive”
component, pulling the particle towards its own best position (pbgsti).
ro scales the “social” component, pulling the particle towards the global
best position (gbest).

The position of particles is updated with the following formula:

zi(t+1) =zi(t) + vt + 1)

3. Termination condition: The algorithm stops if the termination condition
is met. The termination condition can be a certain number of iterations,
convergence, or a fixed runtime.

Particle Swarm Optimization was originally developed for continuous tasks, but
the Flow Shop Scheduling task is a discrete problem, so the algorithm needs to
be discretized. The discretization was based on the article [10], which solves the
Traveling Salesman Problem.
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Algorithm 1: Discrete Particle Swarm Optimization for Flow Shop
Scheduling.

N =

PN

10

11

12

Input: Flow Shop Scheduling problem instance

Output: Best found solution

1. Create the initial particles. The particles’ positions #;(t) represent
permutations in the Flow Shop Scheduling problem. In this case, they are
generated randomly.

2. Initialize the particles’ velocities #;(t). This is a Basic Swap Sequence
value [10], since the problem is discrete.

while termination criteria is not met do

2.a Compute the global best particle.

foreach particle do

3. Compute the particle velocity using the following formula:

Ti(t 4 1) = Ti(t) @ cyri(pbest; — (1)) & cora(ghest — (L))

Here, the Basic Swap Sequence [10] represents the sequence of
swaps between:
— the best position of the particle pb(;sti and its current position
(both are permutations) ie. pbest; — ;(t), and
— the global best gbgst and the particle’s current position ie.
gbest — Z;(t).
The operator @ denotes performing swaps between permutations
(adding Basic Swap Sequence values).
4. Determine the current particle’s new position using the following
formulas:
Ti(t+1) = Z(t) + Ti(t + 1)

This means performing the swaps defined by the Basic Swap
Sequence on the permutation.
5. Determine the fitness value of Z;(t + 1);

2.3. Tabu Search

Tabu Search (TS) [12] is a local search procedure. The algorithm maintains a tabu
list to move from a local optimum to a global optimum.

The steps of the algorithm are the followings:

¢ Initial solution: Taking an initial solution (it is either randomly generated
or constructed using some construction technique). This solution will be the
current solution. In the case of Flow Shop Scheduling Problem each solution
means a randomly generated permutation.

o Neighborhood search: Searching for the neighbors of the current solution
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using a neighborhood operator. In the case of Flow Shop Scheduling Problem,
the swap operator is used for this.

e Tabu list: The tabu list stores those solutions that cannot be re-selected
(already visited solutions).

¢ Recording best solution: The algorithm continuously monitors the best
solution found so far.

¢ Deleting individual elements of the tabu list: If the tabu list is full,
the older solutions are deleted.

¢ Termination condition: The termination condition can be a certain num-
ber of iterations, convergence, or a predefined runtime.

3. Test results

This section contains the test results. First, the results of Particle Swarm Opti-
mization, then the Tabu Search test runs are presented.

Separate tables are provided for both PSO and TS algorithms, showing the
maximum, average, and minimum fitness values of the runs for each Taillard data
set (Table 1, Table 3). The article also examines the fitness values of the proposed
algorithms in comparison with the already published data. Table 2 and Table 4
contain the fitness values of the PSO or TS and and how much better the TS
or PSO algorithm is than other algorithms published in the literature. If the
percentage is positive, then the PSO or TS algorithm is better than the given
comparison algorithm. The comparisons were created with the published results
of the following algorithms [8, 11]:

« HMM-PFA — Hidden Markov Model based Particle Filter Algorithm
e HGA — Hybrid Genetic Algorithm

e IIGA — Improved Invasive Weed Optimization Algorithm

« DSOMA - Differential Search Optimization Method Algorithm

¢« HGSA — Hybrid Gravitational Search Algorithm

The Taillard [9] dataset was used during the test runs. The key features of the
Taillard dataset is the following;:

e Variety of problem sizes: The dataset includes examples for different numbers
of machines (m) and workpieces (n) (e.g., 20 x 5, 50 x 10, 100 x 20), allowing
testing of small and large scale problems.

o Independent, randomly generated processing times: The processing times are
chosen so that the problems are not biased or trivially solvable.
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o Wide acceptance: The benchmark is a quasi-standard in FSSP research and
serves as a reference for testing almost all modern metaheuristic and exactness

algorithms.

¢ The objective function of the problems is the makespan minimization

3.1. Particle Swarm Optimization test results

This section presents the results of Particle Swarm Optimization. First, the max-
imum, average, and minimum of the test runs are presented. Then, the section
examines the test results in comparison to the benchmark algorithms.

Table 1. Fitness values of Particle Swarm Optimization: maxi-

mum, average and minimum values.

Instance PSO

Max | Avg Min
Ta001 1313 | 1301.8 | 1297
Ta002 1373 | 1368.4 | 1366
Ta003 1161 | 1153.2 | 1145
Ta004 1391 | 1380.6 | 1372
Ta005 1288 | 1284.6 | 1277
Ta006 1258 | 1248 | 1238
Ta007 1273 | 1262.4 | 1252
Ta008 1297 | 1281.6 | 1271
Ta009 1298 | 1288.2 | 1277
Ta010 1177 | 1170.6 | 1161
Ta011 1725 | 1713 | 1708
Ta012 1792 | 1785.4 | 1778
Ta013 1627 | 1616.2 | 1599
Ta014 1509 | 1493.8 | 1469
Ta015 1562 | 1552.6 | 1546
Ta016 1530 | 1509.6 | 1493
Ta017 1599 | 1586.8 | 1571
Ta018 1679 | 1667.6 | 1631
Ta019 1701 | 1693 | 1686
Ta020 1728 | 1711 | 1692

The Table 1 shows the performance of the Particle Swarm Optimization (PSO)
algorithm on the Taillard dataset. The average fitness values of the solutions is close
to the best value. This means, that PSO gives relatively stable results. However,
differences can be observed between individual instances. For example, in the case
of Ta018, where the difference between the Max and Min values is large (1679 and
1631 fitness values). In the case of Ta011, the difference is minimal. The algorithm
achieved the lowest values for problems Ta003 (minimum fitness value: 1145) and
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Ta010 (minimum fitness value: 1161). The worst result was on problem Ta012
(maximum fitness value: 1792).

Table 2. Comparison of test results obtained by Particle Swarm
Optimization and competing algorithms.

Instance | PSO | HMM-PFA % | HGA % | IIGA % | DSOMA % | HGSA %
Ta001 1297 14.57 11.72 14.57 5.94 2.08
Ta002 1366 11.86 6.88 11.86 3.07 5.56
Ta003 1145 27.51 21.05 27.51 11.79 -4.10
Ta004 1372 15.74 10.86 15.74 5.54 7.07
Ta005 1277 13.47 9.87 13.47 5.01 1.10
Ta006 1238 19.63 15.51 19.63 10.10 12.36
Ta007 1252 18.45 16.69 18.45 10.30 3.75
Ta008 1271 16.60 12.75 16.60 8.50 1.65
Ta009 1277 15.04 9.48 15.04 7.52 2.27
Ta010 1161 18.60 14.04 18.60 10.51 6.20
Ta011 1708 19.67 14.46 17.74 -0.59 0.29
Ta012 1778 21.82 19.40 21.82 3.09 -3.37
Ta013 1599 21.33 19.57 21.33 4.82 -2.75
Ta014 1469 23.28 21.31 23.28 5.24 3.20
Ta015 1546 25.03 25.03 25.03 4.59 1.75
Ta016 1493 26.72 22.37 26.72 6.50 -2.41
Ta017 1571 24.95 23.74 24.95 3.25 3.25
Ta018 1631 26.12 22.99 26.12 6.13 7.23
Ta019 1686 17.02 13.17 17.02 3.62 -3.68
Ta020 1692 21.22 18.26 21.22 5.32 1.77

Table 2 compares the maximum of the test values of the Particle Swarm Opti-
mization algorithm and the results of the algorithms published by the researchers.
In some cases, the HGSA algorithm and in one case the DSOMA algorithm gave
better results than the PSO algorithm. In the majority of cases (in the range of
about 10-20 %) PSO gave better results than the other algorithms. In some cases
(e.g. Ta001, Ta006, Ta018) HGSA gave better or similar results than PSO. In one
case (Ta003) DSOMA achieved better results (-4.10 %) than PSO.

3.2. Tabu Search test results

In the following, the test results of the Tabu Search algorithm and their comparison
with the results of algorithms published by researchers are presented.

The results of Tabu Search are presented in Table 3. The results show that
the algorithm typically provides stable and reliable performance. In most cases,
the maximum and average values are relatively close to each other. The method
usually gives consistently good results. For example, for problem Ta006, the best
fitness value is 1296, the average value is 1272.2, and the worst is 1233.

Table 4 compares the Tabu Search results with the published results. Only five
cases was the proposed algorithm worse than the published results. In many cases,
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Table 3. Fitness values of Tabu Search algorithm: maximum,
average and minimum values.

Instance TS

Max | Avg Min
Ta001 1377 | 1356.6 | 1323
Ta002 1447 | 1405.6 | 1383
Ta003 1198 | 1166.2 | 1132
Ta004 1444 | 1405 | 1359
Ta005 1416 | 1333.2 | 1279
Ta006 1296 | 1272.2 | 1233
Ta007 1294 | 1275 | 1259
Ta008 1297 | 1269.2 | 1226
Ta009 1376 | 1321.6 | 1265
Ta010 1180 | 1162.4 | 1137
Ta011 1760 | 1723.4 | 1681
Ta012 1852 | 1784.6 | 1737
Ta013 1656 | 1613.8 | 1591
Ta014 1609 | 1518.6 | 1425
Ta015 1593 | 1553.6 | 1495
Ta016 1515 | 1487.8 | 1467
Ta017 1649 | 1611.2 | 1576
Ta018 1722 | 1679.8 | 1641
Ta019 1745 | 1701.8 | 1672
Ta020 1751 | 1720.2 | 1657

the TS algorithm gave more than 20% better results. The IIGA and HMM-PFA
algorithms were similar or worse than T'S. The DSOMA and HGSA algorithms gave
significantly worse results. In most cases, TS gave results that were more than 20%
better than the other algorithms, for example, for Ta003, IIGA is 28.98%. TS only
performed worse in five cases: for Ta0ll and Ta012, in the case of HGSA and
DSOMA, and for Ta019 and Ta016, in the case of HGSA and DSOMA.

4. Conclusions and future research directions

The paper investigated the effectiveness of Particle Swarm Optimization and Tabu
Search on the Flow Shop Scheduling Problem. The Taillard benchmark dataset
was used for the problem. It can be said that TS was the most efficient algorithm.
Most of the compared algorithms, such as HMM-PFA, HGA, IIGA, performed
worse than the proposed algorithms. Particle Swarm Optimization (PSO) and
Tabu Search (TS) algorithms give several future research directions, for example
the hybridization of PSO and TS. Further research can also focus on combining
them with other metaheuristic algorithms, such as Genetic Algorithm or Simulated
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Table 4. Comparison of test results obtained by Tabu Search and
competing algorithms.

Instance | TS | HMM-PFA % | HGA % | IIGA % | DSOMA % | HGSA %
Ta001 1323 12.32 9.52 12.32 3.85 0.08
Ta002 1383 10.48 5.57 10.48 1.81 4.27
Ta003 1132 28.98 22.44 28.98 13.07 -3.00
Ta004 1359 16.85 11.92 16.85 6.55 8.09
Ta005 1279 13.29 9.70 13.29 4.85 0.94
Ta006 1233 20.11 15.98 20.11 10.54 12.81
Ta007 1259 17.79 16.04 17.79 9.69 3.18
Ta008 1226 20.88 16.88 20.88 12.48 5.38
Ta009 1265 16.13 10.51 16.13 8.54 3.24
Ta010 1137 21.11 16.45 21.11 12.84 8.44
Ta011 1681 21.59 16.30 19.63 1.01 1.90
Ta012 1737 24.70 22.22 24.70 5.53 -1.09
Ta013 1591 21.94 20.18 21.94 5.34 -2.26
Ta014 1425 27.09 25.05 27.09 8.49 6.39
Ta015 1495 29.30 29.30 29.30 8.16 5.22
Ta016 1467 28.97 24.54 28.97 8.38 -0.68
Ta017 1576 24.56 23.35 24.56 2.92 2.92
Ta018 1641 25.35 22.24 25.35 5.48 6.58
Ta019 1672 18.00 14.11 18.00 4.49 -2.87
Ta020 1657 23.78 20.76 23.78 7.54 3.92

Annealing. Optimization of PSO and TS parameters can also be another future
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