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Abstract. In this work we present our results from benchmarking Singular-
ity containers running scientific calculations intended for HPC at three levels
of complexity, comparing them against native software environments. Our
investigations were run on up-to-date hardware and the latest available soft-
ware as of early 2023. To get a more detailed picture, we examined three
different system aspects: we ran separate benchmarks on CPU, memory, and
I/O intensive operations. These aspects were tested with microbenchmarks,
and at a high level – an HPC workload pipeline which intensely loaded each
aspect. As a result of our investigations we show that Singularity container-
ization continues to provide as good, or in some cases even better performance
indicators as in a native environment – with the substantial added benefits
of application flexibility and portability.
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1. Introduction

The tools and methods of scientific computing undergo continuous progress, pro-
viding opportunities for researchers to achieve more sophisticated and increasingly
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accurate results using better and better facilities. In the meantime, however, his-
tory has shown that following new trends in tools and methodologies very often
leads to software compatibility issues. It is also a common requirement to be able
to run calculations or simulations in differing hardware and software environments.
Today’s answer to these issues is the use of containerization [3]. By the use of con-
tainers, researchers can build uniform software environments, sealed in portable
disk images files, and run their simulations or calculations without any regard to
the details of the real host’s software setup. From this perspective, containers work
similar to virtual machines, however, most findings have shown that they operate
with much smaller overhead, increasing their efficiency. In the case of scientific cal-
culations, Singularity (nowadays known as Apptainer or SingularityCE – of which
we used the latter) is the most common containerization solution used to overcome
incompatibility issues between environments. To prove this evident and conven-
tionally accepted statement, we have checked the first 172 HPC providers from the
Top500 [15] list to find out what containerization technologies they support. As
one can see in Figure 1, 48 out of 172 observed providers published this informa-
tion on their homepages. Note that while 3/4 of them support only Singularity
and/or Apptainer, there are only about 10% which support other containerization
technologies, but not Singularity or Apptainer. However, the question continues
to arise in an ongoing manner, whether containerization has a performance impact
on calculations, and if yes, of what sort?

Figure 1. Containerization technologies supported by 48 Top500
HPC providers. Note the majority supports exclusively Singularity

and/or Apptainer.

The overall structure of this paper from here on is as follows: In Section 2 we
describe the details and the methodology of our investigations, first by presenting
the employed hardware and OS configurations (Subsection 2.1) and then by showing
the codes, tools and methodology on each level (Subsections 2.2, 2.3, 2.4 and 2.5).
Section 3 presents our results at these respective levels. Thus Subsection 3.1 is for
our results on level L1, subsection 3.2 is for level L2, while subsection 3.3 shows our
results on the topmost level L3. On level L1 and L2 we sort our results regarding
different computational resources into separate subsections. Finally, in Section 4
we conclude our results and in Section 5 we present our plans for our related future
work.
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2. Problem formulation and applied methodology
Since the rise of containerization technology, several investigations have been con-
ducted to describe it’s pros and cons. According to [1, 4, 6, 10] CPU and memory
performance of containers are about the same or slightly worse compared to the
performance of the underlying host system. While in most cases these investiga-
tions have shown that the use of containers does not have a significant impact on
performance (in some cases they can even beat performance measures of bare metal
environments) [2, 3], it is also clear that details change as new versions of underly-
ing hardware and software systems are released. For this reason, in this work we
compare scientific calculations of three levels of complexity on both bare metal and
in containerized environments, from three different aspects (CPU, memory, I/O) to
find out whether actual setups (in early 2023) changed the details of these results.

For the first level (L1), we do “micro-benchmarking” by repeatedly running
large amounts of simple calculations. On this level we can easily find the roots of
performance strengths or weaknesses of Singularity containers or native environ-
ments. The other benefit of this level is that it is very easy to scale these tests to
study the size-dependence of time overheads.

Our second level of benchmarking (L2) uses well-known benchmark tools [3,
16] (listed in Subsection 2.3). This level gives us a basis of comparison against
others’ results. In our current work we focus on CPU, memory, and I/O intensive
calculations and tools, since results from this are easy to compare to L1.

As our topmost level (L3) we run an existing pipeline of social-sciences-related
scientific calculations, intended for HPC. The exact results and purpose of these
calculations don’t concern us, but the run-times and other performance indicators
give us an understanding of how significantly the behavior of real computational
scenarios differs from microbenchmarks and well-known benchmarking tools.

Note that an infinite multitude of measurements can be run with any number
of results. Our point is not to declare a winner, but to establish that container
portability is not at the price of performance degradation.

2.1. Specification of the applied hardware
We chose one of the most modern available laptop computers, and an LTS Linux
version as the hardware and software environments for our tests, so we can say
that our results to be found are valid for systems of late 2022 or early 2023. For a
detailed description see Table 1 and Table 2.

2.2. About the used codes at level L1
The primary purpose of L1 measurements is to execute simple, often elementary
code, repeatedly, targeting a specific piece of hardware or part of it (e.g., an on-
processor cache) to measure performance. It is important to note that we cannot
speak of a pure processor-memory-storage or video card comparison, because usu-
ally a given resource cannot work without the others, but still the main resource
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Table 1. Specification of the used hardware.
Date of measurements: 2022–2023.

Hardware Type / Specifications
CPU Intel i7-12700H, 14 core, 20 threads, 5 GHz turbo
Memory 32 GB, DDR5, 4800 MHz
Storage 500 GB, Samsung 980 PRO, 7 GB/s, PCIe 4.0

Table 2. Specification of the used software.
Date of measurements: 2022–2023.

Software / property Native (host) Container
Userspace 22.10 UwUntu 22.04 Ubuntu
Kernel version 5.15.0.60-generic —
File system ext4, ext3 image can use host’s ext4, ext3 overlay
Free space ext4 host: ~200GB ext3 overlay: ~70GB
gcc / g++ version Ubuntu 11.3.0 Ubuntu 11.3.0

can be identified. In addition to the test codes, there are other processes running
on the system, and the operating system (although very well optimized), is still
running in the background. Because of this, all measurements were performed
several times to reduce the chance of measurement error.

The majority of the code is presented without optimization. When optimized,
the run time for computation- and memory-intensive processes is significantly re-
duced in both native and container contexts. Note also that both the container and
the native system used exactly the same kernel and compiler. In an HPC environ-
ment, it is not common to update these to the current release, so our code may not
work with the software installed on the HPC system, or may not compile, or run
much slower without certain switches. But, even if not optimized, computationally
intensive code will still run significantly faster with a newer gcc or g++ compiler.
It is worth using containers precisely because these problems can be completely
eliminated, and CPU time is our real time and money.

2.3. Used benchmark tools at L2
In order to have results that are comparable to the findings of other works, we used
existing benchmarking tools to test the performance of the native and containerized
jobs. We refer to these tools as the standard benchmark tools. The applied so-
called standard benchmark tools at L2 are the following:

CPU benchmarks: 7-Zip Compression 22.01 [4, 9, 11, 12]; XZ compression
5.2.4 [11]; CppPerformanceBenchmarks 9; LAME MP3 Encoding 3.100 [11]; FFTW
3.3.6; Geekbench 5.4.6 [7]; Glibc Benchmarks; Himeno Benchmark 3.0; Timed
MAFFT Alignment 7.471 [11]; ACES DGEMM 1.0; libjpeg-turbo tjbench 2.1.0
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Memory benchmarks: CacheBench [11]; MBW 2018-09-08 [9]; RAMspeed
SMP 3.5.0 [9, 11, 12]; STREAM 2013-01-17 [11]; sysbench 1.0.20 [1]; Tinymem-
bench 2018-05-28 [9]

Storage I/O benchmarks: Bonnie++ 2.00 [10]; fio 3.28 [5]; FS-Mark 3.3 [6];
IOzone 3.465 [4, 11, 13]; PostMark 1.51 [9, 14]; sysbench 1.0.20 [1]

Most of these benchmarks were run by the Phoronix Test Suite [11] (PTS),
with the exceptions of: Geekbench; sysbench; Bonnie++; and fio. PTS ran each
benchmark at least three times, and it’s showed result is the average of these results.

2.4. About the used storage I/O benchmarking methodology
Files can be stored in different ways both in native and container environments.
We examined three storage options for native environments:

1. using the native (host) filesystem (ext4);
2. using an ext3 image on the host filesystem;
3. using /dev/shm.

We found that in Singularity container environments, standard benchmark tools
for storage I/O can only be run with one of the following four filesystem options:

1. using the native (host) filesystem (ext4);
2. using an external ext3 image overlay;
3. using an ext3 overlay embedded in the SIF container image;
4. using /dev/shm.

/dev/shm is a tmpfs memory-backed filesystem, whose maximum size is usually the
half of the overall memory size.

For all storage I/O benchmarks there was enough free space on storage to
ensure that no significant performance degradation would occur due to insufficient
free space being available.

The above options are not all the possible options, however, some were left out,
e.g., directory overlay, or tmpfs overlay, due to technical requirements which may
not be satisfied on HPC systems, such as needing root permissions. We also didn’t
examine sandbox-type containers because sandboxes are intended for development
purposes.

2.5. About the used pipeline code at L3
For the top level of our investigation, we used a real pipeline of network science
C codes [8, 17]. The abstract structure of this pipeline is presented in Figure 2.
While the exact purpose of the code is not important, in our case the significance
is that load is applied to all of the resources of interest. For example, generating
and “attacking” the networks is a highly CPU and memory intensive task, and
between the pipeline stages, the network states are serialized to- and deserialized
from storage.
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Our example pipeline is just one possible scenario from those that were applied
in the referred research [8, 17]. We found it important to do these investigations
beside the other two levels in order to have a look how the somewhat artificial
benchmarking results are related to real-world applications.

Figure 2. The example social network analysis pipeline used to
test the performance of native and containerized jobs [8, 17].

3. Results

3.1. Custom microbenchmarking (L1)
The results of our investigations on the lowermost level L1 are summed up in
Table 3. In the following subsections we consider the three main system resources
and interpret the corresponding findings for both environments as presented in
the table. While at first sight it is clear that both the native and containerized
environments have strengths, it also has to be noted that the differences are small.

3.1.1. CPU intensive benchmarks (L1)

There are several measurements of a processor’s performance because there are
many ways to measure its speed, and the result depends on the type of measure-
ment. The measurements therefore are split into the following subcategories:

Processor threads: Single-threaded operation / Multi-threaded operation (with
dynamic and static allocation!).
Data structure perspective: Computing with primitives / We use complex data
structures.
Cache aspects: Level 1, 2 and 3.
Optimization: compiler flag O2, O3 / O3+ or Ofast / without optimization.

We mainly focus on binaries running on one thread without optimization. The
container performed better with operations on whole numbers. No difference was
observed for simpler data structures such as char arrays (strings). A Dijkstra
pathfinding algorithm was also created from our own implementation. It mostly
used the level 3 processor cache for data storage, and did not use non-integer
numbers. The native operating system seemed a bit faster in this case.
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Table 3. Benchmarking results on level L1. Colored cells mark
more than 1% difference.

Microbenchmarks:
(Elapsed Time)

Native
(s)

Container
(s)

Efficiency
(%)

Main Hardware
Component

file name

whole numbers 540,50 527,41 102,48% CPU whole.c

string formatting 473,43 472,92 100,11% CPU,
CPU CACHE

strformat.c

sqrt 413,95 433,72 95,44% CPU sqrt.c

sin, cos 378,36 374,84 100,94% CPU sincos.c

log 421,33 421,53 99,95% CPU log.c

matrix-Dijkstra
algorithm

7406,86 7418,63 99,84% CPU,
CPU CACHE

dijkstra.cpp

Memory handling
(large size)

299,08 298,95 100,05% RAM filereadmem.c

file writing
(on ext4 host)

105,73 107,03 98,78% SSD filewrite.c

file reading
(on ext4 host)

26,45 23,80 111,13% SSD fileread.c

file copy
(on ext4 host)

22,43 22,02 101,86% SSD filecopy.sh

file writing
(on ext3 overlay)

124,07 130,59 95,01% SSD filewrite.c

file reading
(on ext3 overlay)

26,75 25,94 103,09% SSD fileread.c

file copy
(on ext3 overlay)

33,20 22,31 148,79% SSD filecopy.sh

The real differences come in with floating point numbers. While one could do
an almost infinite number of measurements using various mathematical functions,
we preferred calculating square roots, means, sines, natural-based logarithms. In
the case of the square roots, the native performed better, while in the other cases
the two were considered equal, or the container was slightly better.

We found that an important thing is to increase optimization, because an opti-
mization of at least O3 can reduce a floating point computation by up to a quarter.
Note that when we optimize the root mean square, we found a difference of less
than 1%. If we used a 2 years older gcc version, the runtime deteriorated by about
20%. (Which is common, especially if you want to run it on another machine or
HPC where they do not update the compilers to the latest version.) So it is more
important to keep the software in the container as up to date as possible, because
that already has a significant impact on performance.

Summing up the results one can say that CPU usage produces results within
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5% error margin, which can become an overwhelming advantage for the container
if more advanced software is installed for it in terms of operations on one thread
at the L1 benchmark level.

3.1.2. Memory benchmarks (L1)

Since DDR5 memory is so performant, even if there is a large amount of it, it is
hard to measure with precision, thus large numbers of large memory allocations,
reads, copies and free instructions were performed. In practice, a large part of
the memory was allocated, overwritten and freed 256 times. The point was that
the amount of data should not fit into the cache of the processor, but also should
not be too big in order to avoid swapping. The difference was barely 0.05%, in
favour of the container. The conclusion is that, even from the worst perspective,
the container handles and uses memory as well as the native operating system at
the L1 benchmark level.

3.1.3. Storage I/O benchmarks (L1)

Background storage can also be measured in many ways. At the L1 benchmark
level, we look at sequential writes, reads and copies. The container can use the
host’s ext4 file system or its own custom ext3 (block size 4096kB) overlay file with a
removable .img extension. This overlay file can also be used by the host by creating
a folder and mounting it. An overlay is useful because you can, for example, install
programs into it that the container can use at runtime. The container can use both
the host and the overlay filesystem at the same time.

Note that the measurements were made using a PCIe 4.0 SSD drive, which is
an order of magnitude faster than a regular SATA III M.2 SSD or any HDD. We
performed sequential read, write and copy. (Of course, there is no regularity in the
file contents.) The file size was roughly 18 GB.

Generally speaking:
Write: the container is about 2–5% slower than the host
Read: the container is about 3–11% faster than the host
Copying: the container is about 0.5% faster than the host

The host, when it wanted to copy in the overlay, was significantly slower than
when the container performed the operation on its own file. For the container it
took 22.31 seconds to copy the data on its ext3 filesystem while the same took 22.43
seconds for the host to over its ext4 filesystem. This is only 0.5% of difference. The
root of this difference is that ext3 filesystem performs worse than on the ext4 and
not the fact that we are using a container.

Of course, there are many ways to read/write copy. Multiple files can be copied
in parallel, or many small files in succession, or many large files at once, etc. But
for us only writing performed worse in the L1 benchmarks for containers. Of all
the benchmarks, storage yielded the largest differences, but the differences are still
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small, not orders of magnitude. There are seven ways to manage files for the
container (many of these ways are presented in section 2.4), so you can choose the
most appropriate one depending on the intended use-case.

3.1.4. Conclusions (L1)

Summarizing our results on level L1, we found that the advantage of container
portability does not come at the cost of sacrificing performance, as most differences
were within measurement error. Regarding memory they are identical. Regarding
CPU, the host performs slightly better, but the difference is not radical. Compile-
time optimization, however, has a huge importance and the use of state-of-the-art
software and compilers in the container is recommended. A gcc or g++ that
is only 2 years old, for example, will cause a 20% performance degradation for
computationally intensive operations.

3.2. Standard microbenchmarking (L2)
On L2 we present our findings obtained through the well-known benchmarking
tools presented in Subsection 2.3. Since there is insufficient space to consider all
of our data, we excerpt here only the most interesting but still sufficiently detailed
portions. The full dataset can be found in the supplementary material of this work.

3.2.1. CPU intensive benchmarks (L2)

The portion of CPU benchmarks where the differences between native and con-
tainer environment results are less than or equal to 1% is 82.5% (in this context
the difference means how proportionally better one was compared to the other).
We consider these differences to be within a margin of error, and in 42.42% of the
benchmarks the container won. Where the differences between native and con-
tainer results were greater than 1%, the differences are these in ascending order:
1.33%, 1.33%, 2.08%, 2.17%, 3.43%, 4.54% and 14.33%. It can be seen that these
differences are less than 5% except one case which is 14.33%. The benchmarks
producing these deviations were rerun twice. These reruns showed less than 1%
differences between the environments in most cases, and the used benchmarks did
not consistently judge a given environment type as the faster one. The only excep-
tion to this being the 7-Zip decompression benchmark, which reliably showed the
native environment performing better, but by only 0.68% and 1.25% (the original
run was 3.43%).

Thus the conclusion is that all differences in these benchmark results are within
a margin of error, and our benchmarks could not significantly differentiate the two
environments.

3.2.2. Memory benchmarks (L2)

The portion of memory benchmarks where the differences between native and con-
tainer results are less than or equal to 1% is 86.36% (in this context the difference
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means how proportionally better one was compared to the other). These less than
or equal to 1% differences are considered within a margin of error, and in 52.63%
of the benchmarks the container won. Where the differences between native and
container results were greater than 1%, the differences are these in ascending or-
der: 1.17%, 1.21% and 1.45%. It can be seen that these differences are less than
2%. The benchmarks which produce these differences were rerun twice. These
reruns showed less than 1% differences in two of three benchmarks, and the used
benchmarks did not consistently judge a given environment type as the faster one.

The conclusion is that all differences in the results are within a margin of error,
and the portion of container wins was similar to the portion of native wins.

3.2.3. Storage I/O benchmarks (L2)

Based on our measurement results we can conclude the following:

1. Bonnie++ is unreliable for comparing native and container environments.
2. With Fio’s asynchronous non-buffered reading, ext3 container overlay (both

external and embedded) wins over host ext4 and native mounted ext3 image.
3. With Fio’s reading a file backward, ext3 overlay (both container and native)

wins over host ext4 filesystem (both container and native).
4. With FS-Mark sync, IOzone and PostMark benchmarks, host ext4 filesystem

is similar to or wins over ext3 overlay (both container and native).
5. With sysbench, host ext4 was definitely better than ext3 container overlays.
6. Except reading a file backward, in everything else native host ext4 was far

better than native mounted ext3 image.

Since there are many different filesystem options in both native and container
environments and each option has its own advantages, further research is needed
to determine which native or container filesystem options or a mix of these are the
best for the most common use cases, especially for HPC environments.

3.2.4. Conclusions (L2)

During our investigations we ran 25 different tools and got 103 different results
(together with all storage runs in fact 447). To get insight on the overall picture of
this large amount of results, we have plotted them on Figure 3. On the figure one
can see for all tests a percentage value showing whether containerized or native runs
performed better. Note that since in some cases a lower measure is better while
in other cases the bigger one, this value cannot be simply written as a fraction of
the results coming from native and containerized runs. Here we do not take into
account the exact type of the benchmarking, our aim is only to see how native and
containerized jobs behave typically. On the figure ”>100” means that the difference
between the results were more than 100% for either one or the other direction, but
the exact value has not been plotted here in order to keep the figure informative
for smaller results.
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Figure 3. A summary of (L2) benchmarking results. Blue means
native wins over containerized runs, orange means the opposite.

Note that in the case of memory related benchmarking we barely found any
differences in performance just as for L1. Some CPU related runs, however, resulted
in showing that there are cases where native (blue) or containerized (orange) runs
are better. The number of cases, however, on each side is almost equal. We
found the most diverse results in the case of storage I/O related benchmarking,
and here also we see instances on both sides, meaning that it depends highly on
the type of benchmark if containerization has a negative or positive effect on the
performance. The final message of these investigations should be that one has to
know well the required resources of their jobs in order to take the best advantages
of containerization – but generally we can say once again that container technology
by itself does not require more resources than running natively.

3.3. Benchmarking via a real scientific pipeline (L3)
The used L3 pipeline mostly consists of sequentially running C programs that use
each other’s inputs and outputs for calculations. These are mainly CPU intensive
operations, but they also use memory and storage I/O, e.g., writing out and read-
ing back the results of the steps. Here, along with comparing native and container
performance of the unoptimized pipeline binaries, we also compared against opti-
mized binaries, as well as comparing old and new versions of gcc. The results are
summed up on Figure 4.

Here, the container has a gcc version released in 2020, while the host has the
latest version of 2022. Note that the code ran longer in the older container when
not optimized, but the optimization almost completely eliminated the differences
(Figure 4 (left)). This means that it is worthwhile to install as much up-to-date
software as possible in the container to make the runtime sufficiently short and
to optimize the code, as this can reduce the runtime of the code by an order
of magnitude and almost completely eliminate the differences between the non-
matching gcc versions.
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Figure 4. Runtime ratios of a real scientific pipeline. (left) shows
the obvious profit of optimizing the code during compilation. (right)

shows how the use of the latest OS can affect the performance.

On Figure 4 (right) we ran the pipeline 2 program with the state-of-the-art
tools in both cases, but for comparison we also ran it using an older software setup
(’20). When we used the old gcc, the runtime increased by 22%. So again the
up-to-dateness of the software has more impact on runtime than whether we are
looking at a host or native case for L3 Pipeline benchmarks.

4. Conclusions

As the results of our studies we have shown that the use of Singularity containers
for providing uniformized, portable environments for scientific calculations does
not affect the running times of the calculations in an unaffordably negative way. In
some cases the use of containers can even beat the performance of native software
environments. We ran our measurements at three levels of complexity. On L1
and L2 we used separate benchmarks for CPU, memory and storage I/O intensive
testing. As a result of our findings we have shown with L1 and L2 that there is
almost no difference in performance of native and containerized runs of calculations
from the aspect of memory intensive tasks. In the case of CPU intensive tasks
we found some differences, but most cases showed less than a 5% difference in
performance. Storage I/O intensive runs proved to yield the most diverse results, so
applications must be careful in choosing solutions appropriate for their workloads.

5. Further work

We have plans for further investigations of the I/O subsytem, and in the direction of
parallelization, which we did not study deeply in this work, but is a key component
of HPC computations.
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Supplementary material
Supplementary material for this work can be found at the below link:
https://arato.inf.unideb.hu/kocsis.gergely/icai2023/
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