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Abstract. In this paper, we study how to represent a directed graph as a
SAT problem. We study those directed graphs which consists of two strongly
connected components (SCC). We reuse the SAT models which are known
as the Black-and-White SAT representations. We present the so-called 3rd
Solution Lemma: If a directed graph consists of two SCCs, A and B, and
there is an edge from A to B, then the corresponding SAT representation has
3 solutions: the black assignment, the white assignment, and the 3rd solution
can be written as ¬A union B. Using this result, we present an important
negative result: We cannot represent all SAT problems as directed graphs
using the Black-and-White SAT representations. Furthermore, we study the
question how to represent an SCC by one Boolean variable to maintain the
3rd Solution Lemma. For that we use extended resolution.
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1. Introduction

There are various interesting links between directed graphs and SAT problems
[11]. In this paper we are interested in such type of relationship. On the one hand,
directed graphs could represent many types of objects, but in many cases, it is not
so straightforward how and what type of representation leads to some advantages.
Since, this problem generally seems to be very difficult, we work on a related one:
we represent a directed graph as a propositional logical formula or, in fact, as a
SAT problem.

We should mention here truth-teller–liar logical puzzles, when some people are
having statements about the types of subsets of people and this information can be
represented by graphs where the vertices representing the people. Depending on the
various subtypes of the puzzles, the statements could produce a symmetric relation
(strong truth-teller–strong liar, shortly SS puzzles [28]), meaning e.g., that the
type of the persons are the same or the opposite. In many other puzzles, however,
the statements are represented by directed edges and they represent implication
type relations [27, 29, 30]. In some puzzles self-reference statements can also play
important role [2, 3], and these puzzles are related also to the liar paradox [5]. The
graph model of these puzzles usually used to infer some additional information and
in many cases also the solution of the puzzle (i.e., assigning the types, like truth-
teller and liar to each vertex in such a way that the statements match). Some
puzzles are also analysed from the information flow point of view [6, 31].

There are also several other models to connect directed graphs to the SAT
problem [20]. Each of these models has the following property: If the represented
directed graph is strongly connected, then its SAT representation has only two
solutions, the one where all variables are false, called the black assignment, and
the one where all variables are true, called the white assignment. These models
are called the Black-and-White SAT representations [9]. In this paper, we make a
step further: we study those directed graphs which consist of not only one strongly
connected component (SCC), but more. In this work we show that if a directed
graph consists of two SCC components, A and B, and there is an edge from A to
B, then the corresponding SAT representation has a third solution which is ¬A
union B. we call this result as the 3rd Solution Lemma.

This result a step forward in our main goal: Be able to represent any SAT
problem as directed graph. Unfortunately, the final result is a negative one, we
cannot achieve this goal based on Black-and-White SAT representations, as it is
presented in Section 6.

We think that a graph representation conveys more intuitions than a logical
formula. There are also neural networks which works on graphs. In the field of
natural language processing, there are two main recent topics: large language mod-
els [32] and knowledge graphs [36]. Integration of knowledge graphs into language
modeling became one of the most important research field [1, 35, 39]. Furthermore,
Jiang, Gurajada et al. [16] takes an unorthodox view on the problem: combining
textual heuristics together with neural features in a weighted rule-based framework
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based on first-order logic. This research based on the Logical Neural Networks [34],
which is also becoming an increasingly researched area [24, 25].

Furthermore, we study the question how to represent an SCC by one Boolean
variable. We found out that extended resolution [12, 38] is a suitable tool for
that. To represent the SCC which consists of only two vertices a and b, we have to
add to its model the following formula: a ∧ b equals x, i.e., the following clauses:
¬a∨¬b∨x, ¬x∨a, and ¬x∨b. This is the classical example of extended resolution,
where x is a new variable. Although, the original problem is still very difficult, this
work helps us to understand better what extended resolution means, and how to
represent extended resolution graphically.

2. Formal definitions

As usual in logic and in research about SAT [7, 8, 33] we define how our objects
(i.e. formulae) and their representations build up.

A literal is a Boolean variable, called positive literal, or the negation of a
Boolean variable, called negative literal. Examples for literals are: a, ¬a, b, ¬b, . . . .

A clause is a set of literals. A clause set is a set of clauses. A SAT problem is
a clause set. An assignment is a set of literals. In a clause or in an assignment, a
variable may occur either as a positive literal or as a negative literal, but not as
both, or it may not occur at all.

Clauses are interpreted as disjunction of their literals. Assignments are inter-
preted as conjunction of their literals. Clause sets are interpreted as conjunction
of their clauses.

If a clause or an assignment contains exactly k literals, then we say it is a k-
clause or a k-assignment, respectively. A 1-clause is called to be a unit, a 2-clause
is called to be a binary clause. A k-SAT problem is a clause set where its clauses
have at most k literals. A clause from a clause set is a full-length clause iff it
contains all variables from the clause set.

We use two intuitive notions: NNP clause, and NPP clause. A clause is an
NNP clause iff it contains exactly one positive literal. A clause is an NPP clause
iff it contains exactly one negative literal.

Negation of a set H is denoted by ¬H which means that all elements in H are
negated. Note that ¬¬H = H.

Let V ars be the set of variables of a clause set. We say that WW is the white
clause or the white assignment iff WW = V ars. We say that BB is the black
clause or the black assignment iff BB = ¬V ars. For example if V ar = {a, b, c},
then WW = {a, b, c}, and BB = {¬a, ¬b, ¬c}.

We say that clause C subsumes clause D iff C is a subset of D.
We say that clause set S subsumes clause C iff there is a clause in S which

subsumes C. Formally: S subsumes C ⇐⇒ ∃D(D ∈ S ∧ D ⊆ C).
We say that assignment M is a solution for clause set S iff for all C ∈ S we

have M ∩ C ̸= { }.
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We say that the clause set S is a Black-and-White SAT problem iff it has only
two solutions, the white assignment (WW ) and the black one (BB).

We say that clause sets A and B are equivalent, denoted by A ≡ B, iff A and
B have the same set of solutions. We say that clause set A entails clause set B iff
the set of solutions of A is a subset of the set of solutions of B, i.e., A may have no
other solutions than B. This notion is denoted by A ≥ B. Note that if A subsumes
all clauses of B, then A ≥ B.

We say that A is stronger than B iff A ≥ B and A and B are not equivalent.
This notion is denoted by A > B.

Resolution ({a} ∪ A, {¬a} ∪ B) = A ∪ B, if {a} ∪ A, {¬a} ∪ B, and A ∪ B
are clauses. For example Resolution({a, b}, {¬a, c}) = {b, c}. But we cannot do
resolution on {a, b} and {¬a, ¬b}, because {b, ¬b} is not a clause. We say that
literal c is blocked in clause C within clause set S iff for all D ∈ S we have that if
¬c ∈ D then C ∪ D \ {c, ¬c} is not a clause. In this case we say that C is blocked
in S. It is well-known that a blocked clause can be deleted or added to a clause
set without changing its satisfiability [17, 18] (but the set of solutions might be
changed). If a is a literal in clause set S, and ¬a is not a literal in S, then we say
that a is a pure literal in S. Any pure literal is a blocked literal at the same time.

Extended resolution [12, 38] is SAT solver preprocessing technique to add
blocked clauses to a clause set, so that the satisfiability of the original clause set
is not changed. We use this technique to add (usually short) clauses which speed-
up the search. Extended resolution adds clauses which are equal to x ↔ f(V ar),
where x is a new variable, and f(V ar) is a Boolean function on some variables.
The most widely used form is x ↔ a ∧ b, which is equivalent to the clause set:
{{¬a, ¬b, x}, {a, ¬x}, {b, ¬x}}. In this way x is blocked in all new clauses, so the
new clauses are blocked.

Now, we recall some concepts of graph theory [4, 13].
The construction D = (V, E) is a directed graph, where V is the set of vertices,

and E is the set of edges. An edge is an ordered pair of vertices. The edge (a, b)
is depicted by a → b, and we can say that a has a child b. If (a, b) is an element of
E, then we may say that (a, b) is an edge of D.

We say that D = (V, E) is a communication graph iff for all a in V have that
(a, a) is not in E, and if x is an element of V , then ¬x must not be an element of
V . We need this constraint because we generate a logical formula out of D. If we
speak about a communication graph, then we may use the word node as a synonym
of vertex.

A path from a1 to aj in directed graph D is a sequence of vertices a1, a2, . . . , aj

such that for each i ∈ {1, . . . , j − 1} we have that (ai, ai+1) is an edge of D. A
path from a1 to aj in directed graph D is a cycle iff (aj , a1) is an edge of D. The
cycle a1, a2, . . . , aj , a1 is represented by the following tuple: (a1, a2, . . . , aj). This
tuple can be used as a set of its elements as we shall define it formally later. Note
that in the representation of a cycle the first and the last element must not be the
same vertex.

If we have a cycle (a1, a2, . . . , an), then b is an exit point of it iff for some
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j ∈ {1, 2, . . . , n} we have that (aj , b) is an edge and b /∈ {a1, a2, . . . , an}.
A directed graph is complete iff every pair of distinct vertices is connected by a

pair of unique edges (one in each direction). A directed graph is strongly connected
iff there is a path from each vertex to each other vertex. Note that a complete graph
is also strongly connected. Note that a strongly connected graph contains a cycle
which contains all vertices.

The directed graph G′ = (V ′, E′) is a subgraph of G = (V, E) iff V ′ is a subset
of V and E′ is a subset of E. A subgraph of a directed graph G is a strongly
connected component (SCC) iff it is strongly connected, and is maximal with this
property: no additional edges or vertices from G can be included in the subgraph
without breaking its property of being strongly connected. It is possible to test
the strong connectivity of a graph, or to find its strongly connected components, in
linear time, O(|V | + |E|). The collection of strongly connected components forms
a partition of the set of vertices of G.

We can create the so called condensation graph of a directed graph G by sub-
stituting each SCC of G by a single new vertex. The condensation graph is always
a directed acyclic graph (DAG).

Somewhat similar technique was also used to solve truth-teller–liar puzzles by
simplifying their graphs.

A SAT model (or shortly a model) of a communication graph is a mapping which
maps nodes to boolean variables by a bijection, and which maps edges, cycles
and possibly other parts of the graph to clauses, which creates a SAT problem,
and from which the communication graph can be reconstructed up to those parts
which are encoded. Generally, we use the function MM(X) to assign a model to
the communication graph X.

Especially, the Strong Model, our first model, was defined formally in our first
paper [9]. First, we recall its definition.

Let D be a communication graph, then the Strong Model of D is denoted by
SM(D), and defined as follows:

SM(D) := {{¬a, b} | D = (V, E) ∧ (a, b) ∈ E}.

Note that the the Strong Model can be the empty set. For example, if D =
({a, b}, {}), then SM(D) = {}.

The Strong Model of any communication graph must have the black solution
(when every variable has the value true) and the white solution (when every variable
has the value false), see Lemma 3.1.

In this way, actually, the Strong Model assigns an implication formula for each
of the directed edges somewhat similarly as edges represent implications in some
of the truth-teller–liar puzzles.

The Weak Model was defined formally in our second paper [21]. First, we recall
its definition.

Let D = (V, E) be a communication graph. Then we define the following
notions:

OutE(a, E) := {b | (a, b) ∈ E}.
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NodeRep(a, E) := {¬a} ∪ OutE(a, E).

NodeRep(D) := {NodeRep(a, E) | D = (V, E) ∧ a ∈ V ∧ OutE(a, E) ̸= ∅}.

Cycles(D) := {{a1, a2, . . . , ak} | D = (V, E) ∧ k = 1∨

∀i=1...k(a(i mod k)+1 ∈ OutE(ai, E))}.

ExitPoints({a1, a2, . . . ak}, E) := {b | ∃i=1...k(b ∈ OutE(ai, E))∧

¬∃j=1...k(b = aj)}.

CycleRep(D) := {¬C ∪ ExitPoints(C, E) | D = (V, E)∧

C ∈ Cycles(D) ∧ ExitPoints(C, E) ̸= ∅}.

WM(D) := NodeRep(D) ∪ CycleRep(D).

We say that WM(D) is the Weak Model of D.

3. The Black-and-White SAT representations
We recall some important results from [21]. We do not recall the proofs, only the
theorems. Then we define the notion of Black-and-White SAT representations, and
give a new theorem which helps us to prove the 3rd Solution Lemma.

Lemma 3.1. Let D be a communication graph. Then WM(D) has at least two
solutions, namely the white assignment (WW ) and the black assignment (BB).
The same is true for SM(D).

Theorem 3.2. Let D be a communication graph. Then SM(D) is a Black-and-
White 2-SAT problem iff the graph D is strongly connected.

Theorem 3.3. Let D be a communication graph. Then WM(D) is a Black-and-
White SAT problem iff D is strongly connected.

Theorem 3.4 (Transitions Theorem). If MM(X) is an arbitrary but fixed model
of communication graphs, such that for any communication graph D we have that
SM(D) ≥ MM(D) ≥ WM(D), then MM(D) is a Black-and-White SAT problem
iff D is strongly connected.

Until this point we have recalled some results from [21]. Now we give a new
definition and a theorem. We shall define the notion of Black-and-White SAT
representations, which is clearly motivated by the Transitions Theorem.

Definition 3.5. We say that function MM(X), which generates a SAT problem
from a communication graph, is a Black-and-White SAT representation iff for all
communication graphs D we have that SM(D) ≥ MM(D) ≥ WM(D).
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There are some known example between the Strong and the Weak Model, for ex-
ample: the Balatonboglár Model [21], and the Simplified Balatonboglár Model [22].

The Transitions Theorem can be extended easily for those cases where the two
extreme cases, the Strong Model, and the Weak Model generate SAT problems with
the same solution set. We give also the proof of this extended theorem because it
is a new one.

Theorem 3.6. Let MM(X) be a Black-and-White SAT representation. Let D
be an arbitrary but fixed communication graph. If SM(D) and WM(D) have the
same set of solutions, then SM(D), MM(D), and WM(D) have the same set of
solutions.

Proof. Let MM(X) be a Black-and-White SAT representation. Let D be an
arbitrary but fixed communication graph. From these we know that SM(D) ≥
MM(D) ≥ WM(D). Assume that SM(D) and WM(D) have the same set of
solutions. Then, by definition of clause set equivalence, we know that SM(D) ≡
WM(D). From this and from SM(D) ≥ MM(D) ≥ WM(D) we obtain that
SM(D) ≡ MM(D) ≡ WM(D). Hence, SM(D), MM(D), and WM(D) have the
same set of solutions.

The message of this theorem is the following. If the two extreme cases, the
Strong Model, and the Weak Model share a property on the set of solutions, then
any other model between them should also have that property. We are going to
use this result to proof the 3rd Solution Lemma in the next section.

4. The 3rd Solution Lemma
In this section we give and prove the so called 3rd Solution Lemma. This lemma
states the following. If we use a Black-and-White SAT representation to represent
a communication graph, i.e., we have a property that an SCC with vertices A
represented as a SAT problem has exactly two solutions: the black, and the white
assignment, then a communication graph with exactly two SCCs, with vertex sets
A and B, where we have some edges from A to B, has exactly 3 solutions: A ∪ B,
¬A ∪ ¬B, and ¬A ∪ B.

This result a step forward in our main goal: Be able to represent any SAT
problem as directed graph. Unfortunately, the final result is a negative one, we
cannot achieve this goal based on Black-and-White SAT representations, as it is
presented and proven in Section 6.

First we present an auxiliary lemma, where there is no edge between the two
SCCs.

Lemma 4.1. Let C be a communication graph which consists of exactly two sep-
arate SCCs: A, and B, such that there is no edge between them. Let S be a SAT
model of C generated by a Black-and-White SAT representation. Then S has ex-
actly 4 solutions: A ∪ B (which is the white assignment), ¬A ∪ ¬B (which is the
black one), ¬A ∪ B, and A ∪ ¬B.

98



Annal. Math. et Inf. Using extended resolution to represent strongly connected . . .

Proof. We know that A and B are distinct sets of vertices, because otherwise they
would not be separate SCCs.

First, let us assume that S has been generated by the Strong Model. Then,
by Theorem 3.2, we know that the representation of A has two models A and ¬A,
and the representation of B has two models B and ¬B. Since the set of vertices
of C equals A ∪ B and there is no edge between A and B, and, furthermore, S
is generated from C by the Strong Model, we obtain that solution of S are the
combinations of the solutions of the representations of A and B, which are the
following 4 ones: A ∪ B, A ∪ ¬B, ¬A ∪ B, and ¬A ∪ ¬B.

Secondly, let us assume that S is generated by the Weak Model. Then, by
Theorem 3.3, we obtain that S has the same set of solutions using the same proof
steps.

Now let us assume that S is generated by any other Black-and-White SAT
representation. Then, from the previous two cases and from Theorem 3.6, we
obtain that S has the same set of solutions.

Hence, if C is a communication graph which consists of exactly two separate
SCCs: A, and B, such that there is no edge between them, and S is a SAT model
of C generated by a Black-and-White SAT representation, then S has exactly 4
solutions: A ∪ B (which is the white assignment), ¬A ∪ ¬B (which is the black
one), ¬A ∪ B, and A ∪ ¬B.

Now let us study the case that we have some edges between the two SCCs.
We show that in this case the Black-and-White SAT representations results in 3
solution. This theorem will be called the 3rd Solution Lemma. This is our first
main result.

Theorem 4.2 (3rd Solution Lemma). Let C be a communication graph which
consists of exactly two separate SCCs: A, and B, such that there is at least one
edge from A to B. Let S be a SAT model of C generated by a Black-and-White
SAT representation. Then S has exactly 3 solutions: A ∪ B (which is the white
assignment), ¬A ∪ ¬B (which is the black one), and ¬A ∪ B.

Proof. We know from our auxiliary Lemma 4.1, that if there were no edges between
A and B, then we would have 4 solutions: A ∪ B, A ∪ ¬B, ¬A ∪ B, and ¬A ∪ ¬B.

It is enough to show that solution A ∪ ¬B is excluded, and ¬A ∪ B is not
excluded because of the edges from A to B.

We do not have to consider the solutions A ∪ B, which is the white assignment,
and ¬A ∪ ¬B, which is the black assignment, because they are always solutions,
see Lemma 3.1 and Theorem 3.4.

Let as assume that we have only one edge from A to B, the edge (ai, bj), where
ai ∈ A, and bj ∈ B. So (ai, bj) is an edge of C.

First, let us assume that S is generated from C by the Strong Model. Since
(ai, bj) is an edge of C, we know, by definition of the Strong Model, that {¬ai, bj}
is a clause in S. We know that A ∪ ¬B does not satisfy this clause, on the other
hand ¬A∪B satisfies it. Therefore, S has 3 solutions: A∪B, ¬A∪B, and ¬A∪B.
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If we have more than one edge from A to B, then the clauses generated from those
edges have the same property, thus ¬A ∪ B satisfies them.

Secondly, let us assume that S is generated from C by the Weak Model. Again,
let us start the discussion with the case of a sole edge from A to B. Since (ai, bj)
is an edge of C, where ai is part of the cycle A, and where bj is the only one exit
point of this cycle, because A, and B are two separate SCCs. From this we know,
by definition of the Weak Model, that {¬A, bj} is a clause in S. We know that
A ∪ ¬B does not satisfy this clause, on the other hand ¬A ∪ B satisfies it. There
might be other cycles which contains ai, but those are subsets of A, and they have
at least one exit point, bj . Therefore, the clauses generated from those cycles are
satisfied by ¬A ∪ B. If we have more than one edge from A to B, then the cycles
from A have more exit points to B, but still, those clauses generated from those
cycles have the same property, thus ¬A ∪ B satisfies them.

Now let us assume that S is generated by any other Black-and-White SAT
representation. Then, from the previous two cases and from Theorem 3.6, we
obtain that S has the same set of solutions.

Hence, if C is a communication graph which consists of exactly two separate
SCCs: A, and B, such that there is at least one edge from A to B, and S is a SAT
model of C, then S has exactly 3 solutions: A∪B (which is the white assignment),
¬A ∪ ¬B (which is the black one), and ¬A ∪ B.

Notice here that if the graph has two strongly connected components, then
either there is no edge between them in any directions, or there is exactly one
direction in which there is/are edge(s) between them in the graph. In this way, we
have provided results for every graph that has exactly two SCCs.

5. An example with extended resolution

The 3rd Solution Lemma (Theorem 4.2) allows us to study not only strongly con-
nected graphs, but also more general ones. In this section we give an example and
some interesting connections to extended resolutions. We also raise some interest-
ing questions which might highlight future ways of investigations.

a

bc

d

Figure 1. A communication graph with 4 vertices, 3 cycles.

Figure 1 shows a communication graph with 4 vertices, and 3 cycles.
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As an example we show the Strong Model of the communication graph of Figure 1:

SM(D) = {{¬a, b}, {¬a, c}, {¬b, a}, {¬b, c},

{¬b, d}, {¬c, a}, {¬c, d}}.
(5.1)

Note that since the communication graph in Figure 1 is not strongly connected, its
Strong Model (5.1) is not a Black-and-White SAT problem. Therefore, additionally
to the black and white solutions, for example, it has the solution {¬a, ¬b, ¬c, d},
as we expected because of the 3rd Solution Lemma (Theorem 4.2).

Note that, actually, this communication graph consists of two Strongly Con-
nected Components (SCCs), which are: {a, b, c} and {d}. Furthermore, there are
edges from the first SCC to the second one, but not in the opposite direction.
Hence, its model has to have, because of the 3rd Solution Lemma (Theorem 4.2),
the solution: {¬a, ¬b, ¬c, d}, which is the extra solution of our example.

Now, we can use extended resolution to introduce x instead of the first SCC.
Thus, let x denote a ∧ b ∧ c. In this case we have to add the following clauses to
the Strong Model of the graph: ¬a ∨ ¬b ∨ ¬c ∨ x, ¬x ∨ a, ¬x ∨ b, and ¬x ∨ c. It
is easy to check that the new model still has only 3 solutions: {¬a, ¬b, ¬c, ¬x, d},
{a, b, c, x, d}, and {¬a, ¬b, ¬c, ¬x, ¬d}, the ones corresponding to the solutions of
our original problem. This means that the first SCC can be substituted by the
single variable x which greatly simplifies the graph and also its model.

Before we are going forward and show our other main result in the next section,
we recall the following about another SAT representation technique: We know that
resolvable networks can represent any SAT problem, see Lemma 3 in [23].

Now, some very interesting questions are arising. How to generalize the notion
of SCC for resolvable networks? How can we recognize extended resolution? Espe-
cially, how can we recognize the new variable of extended resolution in a resolvable
network?

Now, we switch back to the main topic of the present paper, the relation of
communication graphs and SAT.

6. A negative result

Based on the 3rd Solution Lemma (Theorem 4.2), in this section, we concentrate on
the question which SAT problems can be represented by communication graphs.
Indeed, we can reverse engineering the directed graph representation of a SAT
problem based on the solutions of the SAT problem.

We give all the examples with N = 2, and N = 3 variables. Note, that we do
not list the black and the white assignments in set of solutions. (Technical note:
We also used Wolfram Alpha to test our work.)

Examples with N = 2:

• Set of solutions: {{¬a, b}}; the corresponding directed graph: ({a, b}, {(a, b)}).
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• Set of solutions: {{a, ¬b}}; the corresponding directed graph: ({a, b}, {(b, a)}).
Note that this is the same as the previous one up to variable renaming. So
the resulting graphs are isomorphic.

• Set ofsolutions: {{¬a, b}, {a, ¬b}}; the corresponding directed graph:
({a, b}, {}). Note that the set of edges is empty.

Examples with N = 3 (we do not list isomorphic examples):

• Set of solutions: {{¬a, ¬b, c}}; the corresponding directed graph: ({a, b, c},
{(a, b), (b, a), (a, c)}). Note that we have two SCCs: {a, b} and {c}, and an
edge (a, c) between them. Further, we could also add the edge (b, c), because
it is all the same which edge do we have between two SCCs. See the 3rd
Solution Lemma (Theorem 4.2).

• Set of solutions: {{¬a, b, c}}; the corresponding directed graph: ({a, b, c},
{(a, b), (b, c), (c, b)}). Note that we have two SCCs: {a} and {b, c}, and an
edge (a, b) between them.

• Set of solutions: {{¬a, ¬b, c}, {¬a, b, c}}; the corresponding directed graph:
({a, b, c}, {(a, b), (b, c)}). Note that we have three SCCs: {a}, {b}, and {c},
and there is a single path which consist of the edges: (a, b), (b, c).

• Set of solutions: {{¬a, ¬b, c}, {¬a, b, ¬c}{¬a, b, c}}; the corresponding di-
rected graph: ({a, b, c}, {(a, b), (a, c)}). Note that we have three SCCs: {a},
{b}, and {c}, and they form a tree, where the root is a and the two leaves
are b, and c.

• Set of solutions: {{¬a, ¬b, c}, {¬a, b, ¬c}}; the corresponding directed graph:
Unfortunately, we cannot construct this. Based on this observation we have
created Theorem 6.1, see below.

Now, we have arrived to the other of our main results. By listing some of the
possibilities, it can clearly be seen that we have more possible SAT problems than
how many communication graphs we have with the same number of variables (e.g.,
vertices). Thus, based on this counting argument, we can state our second main
result:

Theorem 6.1. There exists a SAT problem S for which there is no communication
graph C such that MM(C) is equivalent to S, if MM(X) is a Black-and-White
SAT representation.

Proof. Let us consider all communication graph with 3 nodes. There are 16 pos-
sible ones up to isomorphism, see, e.g., https://mathinsight.org/image/thre
e_node_motifs. We give the Strong and the Weak Model for all of them. Then
we show that there is a SAT problem which cannot be represented, if we use a
Black-and-White SAT representation.
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1. D1 = ({a, b, c}, {}),
SM(D1) = {}, WM(D1) = {}, i.e.,
SM(D1) ≡ WM(D1). Number of SCCs is 3. All eight possible assignments
are solutions, i.e., they satisfy the ‘empty’ condition.

2. D2 = ({a, b, c}, {(a, b)}),
SM(D2) = {{¬a, b}}, WM(D2) = {{¬a, b}}, i.e.,
SM(D2) ≡ WM(D2). Number of SCCs is 3.

3. D3 = ({a, b, c}, {(a, b), (b, a)}),
SM(D3) = {{¬a, b}, {¬b, a}}, WM(D3) = {{¬a, b}, {¬b, a}}, i.e.,
SM(D3) ≡ WM(D3). Number of SCCs is 2.

4. D4 = ({a, b, c}, {(a, b), (a, c)}),
SM(D4) = {{¬a, b}, {¬a, c}}, WM(D4) = {{¬a, b, c}}, i.e.,
SM(D4) ≥ WM(D4),
SM(D4) ≡ WM(D4) ∪ {{¬a, b, ¬c}, {¬a, ¬b, c}}. Number of SCCs is 3.

5. D5 = ({a, b, c}, {(b, a), (c, a)}),
SM(D5) = {{¬b, a}, {¬c, a}}, WM(D5) = {{¬b, a}, {¬c, a}}, i.e.,
SM(D5) ≡ WM(D5). Number of SCCs is 3.

6. D6 = ({a, b, c}, {(c, a), (a, b)}),
SM(D6) = {{¬c, a}, {¬a, b}}, WM(D6) = {{¬c, a}, {¬a, b}}, i.e.,
SM(D6) ≡ WM(D6). Number of SCCs is 3.

7. D7 = ({a, b, c}, {(c, a), (a, b), (b, a)}),
SM(D7) = {{¬c, a}, {¬a, b}, {¬b, a}},
WM(D7) = {{¬c, a}, {¬a, b}, {¬b, a}}, i.e.,
SM(D7) ≡ WM(D7). Number of SCCs is 2.

8. D8 = ({a, b, c}, {(a, c), (a, b), (b, a)}),
SM(D8) = {{¬a, c}, {¬a, b}, {¬b, a}},
WM(D8) = {{¬a, b, c}, {¬b, a}, {¬a, ¬b, c}}, i.e.,
SM(D8) ≥ WM(D8), SM(D8) ≡ WM(D8) ∪ {{¬a, b, ¬c}}. Number of
SCCs is 2.

9. D9 = ({a, b, c}, {(a, c), (c, a), (a, b), (b, a)}),
SM(D9) = {{¬a, c}, {¬c, a}, {¬a, b}, {¬b, a}},
WM(D9) = {{¬a, b, c}, {¬c, a}, {¬b, a}, {¬a, ¬b, c}, {¬a, ¬c, b}}, i.e.,
SM(D9) ≡ WM(D9), because of resolution. Number of SCCs is 1.
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10. D10 = ({a, b, c}, {(a, b), (a, c), (c, b)}),
SM(D10) = {{¬a, b}, {¬a, c}, {¬c, b}}, WM(D10) = {{¬a, b, c}, {¬c, b}},
i.e.,
SM(D10) ≥ WM(D10), SM(D10) ≡ WM(D10) ∪ {{¬a, ¬b, c}}. Number of
SCCs is 3.

11. D11 = ({a, b, c}, {(a, b), (b, c), (c, a)}),
SM(D11) = {{¬a, b}, {¬b, c}, {¬c, a}},
WM(D11) = {{¬a, b}, {¬b, c}, {¬c, a}}, i.e.,
SM(D11) ≡ WM(D11). Number of SCCs is 1.

12. D12 = ({a, b, c}, {(a, b), (b, a), (c, a), (c, b)}),
SM(D12) = {{¬a, b}, {¬b, a}, {¬c, a}, {¬c, b}},
WM(D12) = {{¬a, b}, {¬b, a}, {¬c, a, b}}, i.e.,
SM(D12) ≡ WM(D12), because of resolution. Number of SCCs is 2.

13. D13 = ({a, b, c}, {(a, b), (b, a), (a, c), (c, b)}),
SM(D13) = {{¬a, b}, {¬b, a}, {¬a, c}, {¬c, b}},
WM(D13) = {{¬a, b, c}, {¬b, a}, {¬c, b}, {¬a, ¬b, c}}, i.e.,
SM(D13) ≡ WM(D13), because of resolution. Number of SCCs is 1.

14. D14 = ({a, b, c}, {(a, b), (b, a), (a, c), (b, c)}),
SM(D14) = {{¬a, b}, {¬b, a}, {¬a, c}, {¬b, c}},
WM(D14) = {{¬a, b, c}, {¬b, a, c}, {¬a, ¬b, c}}, i.e.,
SM(D14) ≥ WM(D14), SM(D14) ≡ WM(D14) ∪ {{¬a, b, ¬c}, {¬b, ¬c, a}}.
Number of SCCs is 2.

15. D15 = ({a, b, c}, {(a, b), (b, a), (a, c), (c, a), (c, b)}),
SM(D15) = {{¬a, b}, {¬b, a}, {¬a, c}, {¬c, a}, {¬c, b}},
WM(D15) = {{¬a, b, c}, {¬b, a}, {¬c, a, b}, {¬a, ¬b, c}, {¬a, ¬c, b}}, i.e.,
SM(D15) ≡ WM(D15), because of resolution. Number of SCCs is 1.

16. D16 = ({a, b, c}, {(a, b), (b, a), (a, c), (c, a), (b, c), (c, b)}),
SM(D16) = {{¬a, b}, {¬b, a}, {¬a, c}, {¬c, a}, {¬b, c}, {¬c, b}}, WM(D16) =
{{¬a, b, c}, {¬b, a, c}, {¬c, a, b}, {¬a, ¬b, c}, {¬a, ¬c, b}, {¬b, ¬c, a}},
i.e.,
SM(D16) ≡ WM(D16), because of resolution. Number of SCCs is 1.
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Now, let us consider the special case when S = {{¬a, b}, {¬a, c}, {a, ¬b, ¬c}}.
The solution set of S is {{¬a, ¬b, c}, {¬a, b, ¬c}} ∪ {BB, WW}.

If we check, then neither of the above communication graph makes this property
true: SM(Di) ≥ S ≥ WM(Di), i = 1 . . . 16. To be more formal, we have to check
all 16 cases. We do this in the following few paragraphs.

It is clear that there is no equivalent 2-SAT problem to S because all literals in
its last clause are blocked. So we do not need to check those communication graphs
where SM(Di) ≡ WM(Di), since the Strong Model is always a 2-SAT problem.
So we need to check only the following cases: i = {4, 8, 10, 14}.

By definition of clause set equality it is enough to show that either the solution
set of SM(Di) is not a subset of solution set of S, or the solution set of S is not a
subset of the solution set of WM(Di), where i = {4, 8, 10, 14}. We show all the 4
cases, i = {4, 8, 10, 14}, that this is true. Since the black and the white assignments
are always solutions, we do not show them in the solution sets.

In the following 4 lines the first set is the set of solutions of SM(Di). the second
one is the solution set of S, end the last one is the solution set of WM(Di).

i = 4: {{¬a, ¬b, c}, {¬a, b, ¬c}, {¬a, b, c}} ⊈ {{¬a, ¬b, c}, {¬a, b, ¬c}}
⊆ {{¬a, ¬b, c}, {¬a, b, ¬c}, {¬a, b, c}, {¬a, b, ¬c}, {a, ¬b, c}, {a, b, ¬c}}.

i = 8: {{¬a, ¬b, c}} ⊆ {{¬a, ¬b, c}, {¬a, b, ¬c}} ⊈ {{¬a, ¬b, c}, {a, ¬b, c}}.
i = 10: {{¬a, b, ¬c}, {¬a, b, c}} ⊈ {{¬a, ¬b, c}, {¬a, b, ¬c}}

⊈ {{¬a, b, ¬c}, {¬a, b, c}, {a, b, ¬c}.
i = 14: {{¬a, ¬b, c}}} ⊆ {{¬a, ¬b, c}, {¬a, b, ¬c}}

⊈ {{¬a, ¬b, c}, {¬a, b, c}, {a, ¬b, c}.
Therefore, for S there exists no communication graph Di, i = 1 . . . 16 such that

MM(Di) is equivalent to S, if MM(X) is a Black-and-White SAT representation.
There are two isomorphic clause set for S: S′ = {{a, ¬b}, {¬b, c}, {¬a, b, ¬c}};

and S′′ = {{b, ¬c}, {a, ¬c}, {¬a, ¬b, c}}.
By similar steps we can show that there exists no communication graph Di,

i = 1 . . . 16 such that MM(Di) is equivalent to S′ or S′′, if MM(X) is a Black-
and-White SAT representation.

Hence, there exists a SAT problem S for which there exists is no communication
graph C such that MM(C) is equivalent to S, if MM(X) is a Black-and-White
SAT representation.

The above proof is rather technical, but we decided to present it, because it
was not easy to construct it.

We present a more intuitive proving argument as a second proof of Theorem 6.1.

Proof. Let us count first the number of different communication graphs (up to
isomorphism). In case of 3 vertices there are 16 different communication graphs
(up to isomorphism), see https://mathinsight.org/image/three_node_motifs.
Actually, the number of strongly connected graphs with up to isomorphism is known
for many decades ago [26] and shown in various textbooks, e.g., [10, 14, 15]. Various
combinatorial relations and the integer sequence of the number of directed graphs as
a function of the number of vertices is listed in [37] at https://oeis.org/A000273.
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Now, let us consider the 3-variable SAT problems. They may have at least
the following 17 different solution sets (up to isomorphism). The black and white
solutions, i.e., ppp and nnn are not listed, but should be added to each set below.

There is a case, when no extra solution exists (the Black and White case).
The cases with a sole extra solution:

npp pnn.
With two extra solutions:

npp, pnp npp, pnn npp, npn pnn, npn.
With three extra solutions:

npp, pnp, ppn npp, pnp, pnn pnn, npn, npp pnn, npn, nnp
npp, pnp, nnp pnn, npn, ppn.

With four extra solutions:
npp, pnp, ppn, pnn npp, pnp, pnn, npn npp, pnp, pnn, nnp pnn, npn, nnp, npp.

(And we have some cases with 5 or 6 extra solutions as well...)
Thus the number of possible solution sets is larger than the number of commu-

nication graphs and thus, the proof of the result is finished.

We decided to keep both proofs, because their structure are very different,
and we twink that both of them can be interesting for the readers. These two
alternative proofs suggest that if we would like save our original goal, i.e., to find
a graph representation of SAT problems, then we have to decrease the number of
possible SAT instances, or we have to weaken the Weak Model or find some other
representation.

We can decrease the number of possible SAT instances if we delete the blocked
clauses before creating the corresponding directed graph. It is not so difficult to
detect all blocked literal in case of 3-SAT, see [19], but in general, we have no idea
how to show that this direction could work.

We can also use other representations. Actually, we have another candidate, the
so called resolvable networks [23]. Its idea is that each clause can be represented
by an A → B edge, where A represents the negative literals of the clause, and B
represents the positive liters of it. A and B are called subnetworks, and they might
have their own inner structure.

7. Conclusions
We have proven the 3rd Solution Lemma by showing that communication graphs
with exactly two SSCs must have a 3rd solution in case of Black-and-White SAT
representations. They must have 4 solution if there is no edges between the two
SCCs, and they have 3 ones, if there are some edges (but not in both directions).We
have also used a counting argument to prove that communications graphs cannot
represent all possible SAT problems (if each variable is represented by a vertex).
One may feel that this negative result gives a large imitation of our study, but this
is actually, not the case. On the one hand, we believe that it gives a new motivation
also to find and work with other type of graph representations of SAT, and not
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only with pure communication graphs. On the other hand, the subclass of SAT
problems that can be represented by communication graphs can still be interesting
to find out and graphically, visually show how some techniques could help us to
solve some of the SAT instances.
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