Indoor localization simulation framework for optimized sensor placement to increase the position estimation accuracy
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Abstract

Indoor position estimation is an important part of any indoor application which contains object tracking or environment mapping. Many indoor localization techniques (Angle of Arrival – AoA, Time of Flight – ToF, Return Time of Flight – RToF, Received Signal Strength Indicator – RSSI) and technologies (WiFi, Ultra Wideband – UWB, Bluetooth, Radio Frequency Identification Device – RFID) exist which can be applied to the indoor localization problem. Based on the measured distances (with a chosen technique), the position of the object can be estimated using several mathematical methods. The precision of the estimated position crucially depends on the placement of the anchors, which makes the position estimate less reliable. In this paper a simulation framework is presented, which uses genetic algorithm and the multilateral method to determine an optimal anchor placement for a given pathway in an indoor environment. In order to make the simulation more realistic, the error characteristics of the DWM1001 UWB ranging module were measured and implemented in the simulation framework. Using the proposed framework, various measurements with an optimal and with a reference anchor placement were carried out. The results show that using an optimal anchor placement, a higher position estimation accuracy can be achieved.
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1. Introduction

The location of a device or user can be effectively obtained outdoor using the Global Positioning System (GPS), but it could be challenging in an indoor environment. During the last decade, indoor localization has been investigated mainly for wireless sensor networks and robotics. However, nowadays, the wide-scale usage of mobile phones and wearable devices has enabled localization in a wide range of applications like health-care, industry, surveillance and home management.

In the literature many localization technologies and techniques are available [9]. A Received Signal Strength Indicator (RSSI), which is the strength of the signal received usually measured in decibel-milliwatts (dBm), and a wireless Ethernet based localization approach is used in [4]. Using a path-loss model and the RSS, the distance between the sender and receiver can be estimated. In [7] an Angle of Arrival (AoA) and Wireless LAN (Wifi) based method is applied using an antennae array for the estimation of the angle by computing the difference between the arrival times at the individual elements of the array. A Time of Flight (ToF) and 2.4 GHz radio based approach is presented in [5], using signal propagation time to compute the distance between the transmitter and the receiver. A similar technique, the Return Time of Flight (RToF) is used in conjunction with RSSI in a Wifi-based method in [10].

RToF is a two-way ranging method where the transmitter sends a ranging message to the receiver at $t_1$ time. The receiver sends it back with a delay of $t_{\text{proc}}$ and it arrives to the original transmitter at $t_2$ time. The time of flight is $t_2 - t_1 - t_{\text{proc}}$, and the distance can be calculated with the speed of the signal, depending on the technology. The accuracy of the measurement highly depends on $t_{\text{proc}}$.

The UWB is a recently researched communication technology providing more accurate ToF and RToF estimations. It uses ultra-short pulses with a time period less than a nanosecond, resulting in a low duty cycle which leads to lower power consumption. Its frequency range is from 3.1 to 10.6 GHz with a bandwidth of 500 MHz. Since the UWB usually operates at a low energy level, typically between $-40$ and $-70$ dB, most of the other technologies detect it as background noise. This makes it practically immune to interference with other systems since it has a radically different signal type and radio spectrum. Moreover, the signal (especially in its lower frequencies) can penetrate through walls because signal pulses are very short. Utilizing this attribute, it is easier to differentiate the main path from the multi-paths, providing more accurate estimations [8].

Once the point-to-point distances between the objects are measured, the unknown position of the object can be estimated. There are various algebraic methods to estimate the position from the point-to-point distances like triangulation or multilateration. Most of them require a few devices with known fixed positions (anchor nodes) to calculate the actual position of the moving device (mobile node). In case of error-free distance measurements, these methods theoretically give an exact position. But real distance measurements contain errors which depend on the relative
position of the devices, the orientation of the antennas of the devices, and also the
technique and technology used. These result in a varying reliability of the position
estimation.

In this paper, a genetic-algorithm-based simulation framework is presented,
which takes the specific error characteristics of the chosen localization system
(DWM1001 a commercially available UWB localization system using RTToF) into
consideration and uses a 2-dimensional (2D) version of the multilateral method to
determine an optimal anchor placement for a given pathway in a given environ-
ment. This framework can also be extended to 3-dimensional (3D) space in the
future.

2. Methods

During the research, several methods were used together. To calculate the posi-
tion of the object from the measured point-to-point distances, a 2D version of the
original 3D multilateral algorithm [6] was used. The evaluation of the calculated
positions was based on the Root-Mean-Squared Error (RMSE) of distances be-
tween the original and the calculated positions. To minimize this error, the genetic
algorithm with a special fitness function (Subsection 4.1) was used. In this section,
the various methods are presented.

2.1. Multilateral algorithm

The multilateral algorithm [6] can be used to determine the unknown position
in a 3D space – assuming an adequate number of reference points in a common
Descartes coordinate system spanning the space – by solving the following linear
equation system:

\[
(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2 = d_i^2; \quad i = 1, \ldots, N,
\]

(2.1)

where \(N\) is the number of anchor nodes, \((x_i, y_i, z_i)\) is the coordinate of the
\(i^{th}\) anchor node, \((x, y, z)\) is the coordinate of the mobile node and \(d_i\) is the point-to-point
distance between the \(i^{th}\) anchor node and the mobile node respectively. Rearranging
(2.1) in 2D case, it can be written in the following matrix representation:

\[
\begin{pmatrix}
-1 & -2x_1 & -2y_1 \\
-1 & -2x_2 & -2y_2 \\
\vdots & \vdots & \vdots \\
-1 & -2x_N & -2y_N
\end{pmatrix}
\begin{pmatrix}
x^2 + y^2 \\
x \\
y
\end{pmatrix}
= \begin{pmatrix}
d_1^2 - x_1^2 - y_1^2 \\
d_2^2 - x_2^2 - y_2^2 \\
\vdots \\
d_N^2 - x_N^2 - y_N^2
\end{pmatrix}.
\]

(2.2)

Rewriting (2.2) in a short form:

\[
A \cdot \eta = b; \quad A \in \mathbb{R}^{N \times 3}, \quad \eta \in \mathbb{R}^3, \quad b \in \mathbb{R}^N.
\]

(2.3)

The solution of (2.3) for \(\eta\) is given by:

\[
\eta = A^+ \cdot b,
\]

(2.4)
where $A^+$ denotes the Moore-Penrose pseudo-inverse of matrix $A$. Assuming that the positions of anchor nodes are fixed during the measurement, it is enough to calculate $A^+$ once offline thus speeding up the position estimation process.

2.2. Root-Mean-Squared error

There are several methods for qualifying models. In our case, to determine the quality of the anchor topography in relation to the position estimation accuracy, an appropriate quality factor is required which takes the standard deviation of the positioning error into account. Such factor is the RMSE or Root-Mean-Squared deviation (RMSD), which has the formula as follows [1]:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{M} (\hat{d}_{\text{err},i})^2}{M}},$$

where $M$ is the number of discrete points in the field of mobile nodes, and $\hat{d}_{\text{err},i}$ is the Euclidean-distance between the estimated position $(\hat{x}_i, \hat{y}_i)$ and the exact position $(x_i, y_i)$ of point $i \in [1, M]$:

$$\hat{d}_{\text{err},i} = \sqrt{(\hat{x}_i - x_i)^2 + (\hat{y}_i - y_i)^2}.$$

2.3. Genetic algorithm

The genetic algorithm (GA) is a metaheuristic, optimization algorithm based on the concept of Darwin’s theory of evolution. During the optimization, the properties of the initial population are altered in such way that the value of the predefined fitness function should converge towards an optimal solution in every iteration. The genetic algorithm requires a genetic representation of the solution and a fitness function which can evaluate this representation. Since the GA usually works with hundreds of candidate solutions per iteration, choosing a compact representation and a fast evaluation method is crucial.

The GA typically starts with a randomly generated set of candidate solutions. The solutions are evaluated one-by-one, and a portion of the higher-ranking candidates are kept for the next generation.

After the first iteration, the generations will consist of higher-ranking candidates from the previous generations, cross-mutated individuals from the previous candidates, and also of new randomized individuals. Random mutations may also appear at any candidate. In the case of multi-population GA a migration step is also performed.

The optimization stops after the fitness value has reached a predefined limit or the number of maximum generations or stall-generations (i.e. generations, where the fitness value did not improved) has been reached [3].
3. Measurement setup

The environment of our experiment is a corridor in the University of Szeged. During the simulation and also in the validation a belt-type topography is used as can be seen in Fig. 1. The boundary conditions are derived from the physical capabilities of the corridor. For details of the anchors and mobile nodes used, see Subsection 3.1.

Two sets of measurements were carried out. The first set consisted of two measurements with 4 anchors using equidistant and optimised placement (see Section 4). The second set of measurement differed only in the number of anchors, since 8 anchors were used.

![Figure 1: Measurement setup](image)

During the measurements, the exact position of the discrete grid points (mobile node position) is determined using a professional laser rangefinder. In each grid point, the mobile node collected the distances from the anchors many times (at least 100 samples per point) and the aggregated data was sent to the data collector.

3.1. Hardware

The UWB based distance measurements were carried out by a commercially available localization system framework (MDEK1001), which consists of DWM1001 modules. The anchors were configured via the official mobile application (DecaWave DRTLS manager). The 8 anchors were organized in 2 networks, each network consisted of 4 anchors. On the measurements with 4 anchors, only one network was used.

The DWM1001 was connected to an STM32F746ZGT6 nucleo-144 development board (STM) via UART. The original program of the DWM1001 was modified to gather the 4 distances in both networks, and send the collected data towards the STM. The STM sent the data towards a mobile computer via UART trough an USB cable. On the mobile computer, the data was captured and saved via PuTTY, and were later evaluated with MATLAB.
4. Genetic algorithm based simulation

The simulation framework is based on the GA implementation of the optimtool toolbox of MATLAB. The implementation was slightly modified to run the multi-population version of GA. The genetic representation of the system (the phenotype) was the $x$ coordinates of the anchors. The $y$ coordinates were along the walls of the simulated area, and the distribution of the anchors between the two walls was equal, or its difference was 1. The phenotype had a lower limit of 0, and an upper limit of 18 (see Section 3), and they were free to move within this interval. The initial population range was 100 candidates. For each generation, the 20 highest-ranked candidates of the previous generation survived and further 60 were generated with cross-breeding and 20 new were randomly generated. The maximum number of generations, and the maximum number of stall-generations were both 100. The evaluation of the candidates was done by the special fitness function (Subsection 4.1). During the optimization process the number of anchors was 4 and 8.

4.1. Fitness function

The aim of the fitness function in a GA is to order the candidates of the population based on their phenotype. The input of the function is the $x$ coordinates of the candidate anchors, and the output is a corresponding RMSE value. After that the exact positions of the mobile node have been generated along a given path in the simulated area, the point-to-point distances from these points and the anchor nodes can be calculated. For each distance value, a unique error (see Subsection 4.2) is added. Using the erroneous distance values and the anchor positions the simulated mobile node positions can be determined using (2.4). Since the physical hardware device distance horizon is limited to 10 metres, any distance value over this range is discarded. The RMSE value can be calculated from the exact and simulated positions (see Subsection 2.2), resulting a fitness value of the given candidate.

4.2. Determination of the 2D error characteristics

In order to implement a more realistic simulation, the UWB distance sensor calibration was performed using a more accurate ($\pm 1$ mm) class of laser rangefinder. Based on the measurements, the 2D error characteristics of the DWM1001 module with the built-in on-board antenna was determined. The measurement consisted of placing two modules in a known distance from each other, and performing a measurement with the UWB technology using RToF technique. The measured distance ($\hat{d}$) is the sum of the exact distance measured with a laser rangefinder ($d$) and the RToF measurement additive error ($\Delta d$) as follows:

$$\hat{d} = d + \Delta d.$$  

The $\Delta d$ was calculated in discrete points from 0.3 to 10 metres in steps of 0.3 meters. At each discrete point at least 100 measurements were conducted with
varying antenna orientation (0°, 90°, 180°) and the mean value was calculated.

After the measurements, at each measured distance, an error value was interpolated for every degree between 0°–180°. Since the error characteristic is symmetrical in this plane [2], the corresponding error values for degrees between 180° and 360° can be used from the interpolated ones. Each point of the 2D error characteristic is loaded into a Look-Up-Table (LUT), since in the optimization process the genetic algorithm reads the corresponding error value addressing the LUT by the distance and orientation parameters.

5. Results

The main results of the proposed method are creating a realistic (hardware- and environment-specific) 2D error characteristic of DWM1001, determining an optimal placement of anchor nodes and experimentally validating the results of the simulation.

5.1. Realistic 2D error characteristic

The visualization of the realistic 2D error characteristic can be seen in Fig. 2, where one slice of the surface represents the distance error of one degree of rotation of the DWM1001 module. In the data sheet of DWM1001 [2] it is claimed that the ranging accuracy of the module is within 10 cm. But the results in Fig. 2 showed that the accuracy is a nonlinear function of distance and orientation. Furthermore, between 0–1 m and 9–10 m, the error is significantly higher than 10 cm (17 cm ± 2 cm). The highest accuracy can be reached around 2 meters (7 cm ± 2 cm).

Figure 2: Realistic 2D error characteristic of DWM1001
5.2. Optimized anchor placements

The goal of the optimization process was to find an optimal anchor placement in case of 4 and 8 anchors. During this process, linear and non-linear paths of the mobile node was used. Table 1. shows the RMSE values of the position estimation using the optimally and equidistantly placed anchors. The results showed that the optimization significantly increases the accuracy of the position estimation in case of 4 anchors, but in case of 8 anchors, it has a lower impact. However, using only 4 anchors, the robustness of the system is lower.

<table>
<thead>
<tr>
<th></th>
<th>straight line</th>
<th>sine wave</th>
<th>arctangent wave</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 anchor opt.</td>
<td>0.086</td>
<td>0.088</td>
<td>0.087</td>
<td>0.087</td>
</tr>
<tr>
<td>4 anchor eq.</td>
<td>1.392</td>
<td>1.392</td>
<td>1.391</td>
<td>1.392</td>
</tr>
<tr>
<td>8 anchor opt.</td>
<td>0.057</td>
<td>0.060</td>
<td>0.060</td>
<td>0.059</td>
</tr>
<tr>
<td>8 anchor eq.</td>
<td>0.072</td>
<td>0.072</td>
<td>0.073</td>
<td>0.072</td>
</tr>
</tbody>
</table>

Table 1: RMSE of the optimized and equidistant anchor placement

In Fig. 3 the placement of the anchor nodes can be seen with and without optimization. The optimization process provides significantly different anchor placement in case of 4 anchors but just a slightly different in the 8-anchor case compared
to the equidistant placing. Analyzing the results of the optimization, it can be stated that the algorithm places the anchors considering two main conditions. It tries to cover the whole area to have at least 3 anchor nodes in the range of the mobile node and places as many anchors as possible in the border of the mobile node area since the accuracy of the DWM1001 is lower nearby its horizon.

5.3. Validation of the anchor placement

The purpose of the validation is to verify the localization accuracy by real measurements using the proposed anchor placement in case of 4 and 8 anchors. In Fig. 4 and Fig. 5 the anchor position, the accurate position using the laser rangefinder and the estimated position using the DWM1001 of the mobile node can be seen.

![Figure 4: Experimental results for the 4 anchor measures](image1)

![Figure 5: Experimental results for the 8 anchor measures](image2)

The results show that using an optimized anchor placement, the localization accuracy can be increased in case of 4 anchors but there is no significant improve-
ment using 8 anchors compared to the equidistant case. Using an optimal anchor placement in case of limited number of anchors the space of the mobile nodes can be effectively covered. Furthermore, the validation shows that using the simulation framework, the same positioning results can be achieved as with the real measurement.

6. Conclusion

In this paper, a genetic-algorithm-based simulation framework is presented to determine an optimal anchor placement in an indoor environment. To implement a realistic and precise simulation environment, the 2D error characteristics of the DWM1001 module was measured and implemented in this work. Using the proposed framework, various measurements with an optimal and with a reference anchor placement were carried out. The results show that the optimal anchor placement is crucial when the number of anchors is limited. It can also be concluded that if the number of anchors are increasing, their placement becomes less relevant. Furthermore, the validation shows that there is no significant difference between the simulation and the real experiments.
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