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ON THE ASSOCIATIVITY OF ALGORITHMS

Tibor Farkas (KLTE, Hungary)

Abstract: In this paper we extend the concept of the associative algorithm to
the case of interval filling sequences of order N . We show that the regular algorithm
is associative, and, answering a question of Gy. Maksa, we prove that there exist interval
filling sequences for which the regular algorithm is not the only associative one.

1. Introduction

Throughout this paper let N be a fixed positive integer and N = {0, 1, . . . , N}.
Let Λ be the set of the strictly decreasing sequences λ = (λn) of positive real

numbers for which
∞∑

n=1
λn < +∞. Let L(λ) = N ·

∞∑
n=1

λn. A sequence (λn) ∈ Λ is

called an interval filling sequence of order N if, for any x ∈ [0, L(λ)], there exists a
sequence (δn) such that δn ∈ N for all n ∈ IN (the set of all positive integers) and

x =
∞∑

n=1
δnλn. This concept has been introduced in Daróczy–Járai–Kátai [1] for

N = 1 and in Kovács–Maksa [2] in the general case. It is known also from [2] that
λ = (λn) ∈ Λ is an interval filling sequence of order N if and only if λn ≤ Ln+1(λ)

for all n ∈ IN where Lm(λ) = N ·
∞∑

i=m

λi, (m ∈ IN). The set of the interval filling

sequences of order N will be denoted by IFN .

The notions of algorithms, associative algorithms, the regular, the quasi-
regular and the anti-regular algorithm were introduced in [3], [4] and [5] for interval
filling sequences of order 1, now we will extend them to the case of arbitraryN ∈ IN .

2. The associativity of the regular algorithm

Definition. An algorithm (with respect to λ = (λn) ∈ IFN ) is defined as a sequence
of functions αn: [0, L(λ)] → N (n ∈ IN) for which

x =

∞∑

n=1

αn(x)λn (x ∈ [0, L(λ)]).

We denote the set of algorithms (with respect to λ = (λn) ∈ IFN ) by AN (λ).
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It is easy to prove that AN (λ) 6= ∅ for all λ ∈ IFN , namely if λ = (λn) ∈
IFN , x ∈ [0, L(λ)], n ∈ IN and

En(x) = max
{
j ∈ N

∣∣∣
n−1∑

i=1

Ei(x)λi + j · λn ≤ x
}
,

or

E⋆
n(x) = max

{
j ∈ N

∣∣∣
n−1∑

i=1

E⋆
i (x)λi + j · λn < x

}
,

or

E ′
n(x) = min

{
j ∈ N

∣∣∣
n−1∑

i=1

E ′
i(x)λi + j · λn +

∞∑

i=n+1

Nλi ≥ x
}
,

then E = (En) ∈ AN (λ), E⋆ = (E⋆
n) ∈ AN (λ) and E ′ = (E ′

n) ∈ AN (λ). The
algorithms E , E⋆ and E ′ are called regular (or greedy), quasi-regular and anti-
regular (or lazy) algorithms, respectively.

Definition. Let λ = (λn) ∈ IFN and (αn) ∈ AN (λ). Then the algorithm (αn) is
associative if the binary operation ◦: [0, L(λ)]× [0, L(λ)] → [0, L(λ)] defined by

(1) x ◦ y =

∞∑

n=1

min{αn(x), αn(y)}λn (x, y ∈ [0, L(λ)])

is associative, that is,

(x ◦ y) ◦ z = x ◦ (y ◦ z) (x, y, z ∈ [0, L(λ)]).

Remark. This is a generalization of the notion defined by Gy. Maksa [5], because
in the set {0, 1} the minimum of any two elements is equal to the product of them.

Obviously, the operation ◦ is commutative, i.e., x ◦ y = y ◦ x for all x, y ∈
[0, L(λ)], idempotent, i.e., x ◦ x =

∞∑
n=1

αn(x)
2λn =

∞∑
n=1

αn(x)λn = x for all x ∈
[0, L(λ)] and x ◦ y ≤ min{x, y} for all x, y ∈ [0, L(λ)]. Now we will characterize the
associative algorithms.

Theorem 1. Let λ = (λn) ∈ IFN , α = (αn) ∈ AN (λ). Then α is associative if
and only if

(2) αn(x ◦ y) = min{αn(x), αn(y)} (n ∈ IN ; x, y ∈ [0, L(λ)]).
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Proof. Suppose that (2) holds. Then, for all x, y, z ∈ [0, L(λ)], we have

(x ◦ y) ◦ z =

∞∑

n=1

min{αn(x ◦ y), αn(z)}λn

=

∞∑

n=1

min
{
min{αn(x), αn(y)}, αn(z)

}
λn =

=

∞∑

n=1

min{αn(x), αn(y), αn(z)}λn = · · · = x ◦ (y ◦ z) =

=
∞∑

n=1

min
{
αn(x),min{αn(y), αn(z)}

}
λn =

=
∞∑

n=1

min{αn(x), αn(y ◦ z)}λn = x ◦ (y ◦ z).

On the other hand, suppose that α is associative. Then, by idempotency, x ◦ y =
(x ◦ x) ◦ y = x ◦ (x ◦ y), that is,

∞∑

n=1

αn(x ◦ y)λn =

∞∑

n=1

min{αn(x), αn(x ◦ y)}λn (x, y ∈ [0, L(λ)])

whence

0 =
∞∑

n=1

(
αn(x ◦ y)−min{αn(x), αn(x ◦ y)}

)
λn (x, y ∈ [0, L(λ)]),

and since the coefficient of λn is non-negative for all n ∈ IN , we obtain that
αn(x ◦ y)−min{αn(x), αn(x ◦ y)} = 0, that is,

(3) αn(x ◦ y) = min{αn(x), αn(x ◦ y)} (n ∈ IN ; x, y ∈ [0, L(λ)])

and, by interchanging x and y, we get

(4) αn(x ◦ y) = min{αn(y), αn(x ◦ y)} (n ∈ IN ; x, y ∈ [0, L(λ)]).

Now (3) and (4) yield

(5) αn(x ◦ y) ≤ min{αn(x), αn(y)}

for all x, y ∈ [0, L(λ)] and n ∈ IN . Therefore, by (1),

0 = x ◦ y − (x ◦ y) =
∞∑

n=1

min{αn(x), αn(y)}λn −
∞∑

n=1

αn(x ◦ y)λn =

=

∞∑

n=1

(
min{αn(x), αn(y)} − αn(x ◦ y)

)
λn,
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and, because of (5), we have the non-negativity of the coefficients, so (2) holds.
Thus the proof is complete.

The following characterization of the regular algorithm is the other tool for
proving the associativity of the regular algorithm.

Theorem 2. Let λ = (λn) ∈ IFN and x =
∞∑

n=1
tnλn with some (tn): IN → N .

Then tn = En(x) for all n ∈ IN , if and only if,

(6) k ∈ IN and tk < N imply that λk >

∞∑

i=k+1

tiλi.

Proof. The “only if” part of the assertion is trivial.

For the “if” part, suppose (6) to be hold. Furthermore suppose, in the contrary,
that tn0 6= En0(x) for some n0 ∈ IN while ti = Ei(x), i ∈ {1, . . . , n0−1} ({1, . . . , n0−
1} = ∅ if n0 = 1). Because of the definition of the regular algorithm (the greedy

property) we have tn0 < En0(x), so tn0 < N , and by (6), λn0 >
∞∑

i=n0+1

tiλi. Thus

x =

∞∑

i=1

tiλi <

n0∑

i=1

tiλi + λn0 =

n0−1∑

i=1

tiλi + (tn0 + 1)λn0 ≤

≤
n0−1∑

i=1

Ei(x)λi + En0(x)λn0 ≤
∞∑

i=1

Ei(x)λi = x,

which is a contradiction. Thus the theorem is proved.
Now we are ready to prove the following

Theorem 3. The regular algorithm E = (En), with respect to any interval filling
sequence λ = (λn), is associative.

Proof. We shall prove that

min{En(x), En(y)} = En(x ◦ y) (n ∈ IN ; x, y ∈ [0, L(λ)]),

that is, for tn = min{En(x), En(y)} (6) holds. Let x, y ∈ [0, L(λ)], k ∈ IN and
min{Ek(x), Ek(y)} < N . Then, without loss of generality we can assume that
Ek(x) < N , from which

λk >
∞∑

i=k+1

Ei(x)λi ≥
∞∑

i=k+1

min{Ei(x), Ei(y)}λi.
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3. Miscellaneous theorems

Theorem 4. Let λ = (λn) ∈ IFN . The quasi-regular algorithm E⋆ with respect to
λ is not associative.

Proof. We will define two sequences (αn), (βn) ∈ N IN which are quasi-regular,
but (min{αn, βn}) is not quasi-regular. It is clear that there exists a subsequence
(ln) of the increasing sequence of natural numbers for which the following three
conditions hold:

(a) l1 = 2,

(b) λln +

∞∑

i=ln+1

λi < λln−1 (n ∈ IN),

and,

(c) ln+1 ≥ ln + 2 (n ∈ IN).

And for such a sequence (ln) there exists another subsequence (mn) of the increasing
sequence of natural numbers for which the following three conditions hold:

(d) m1 = 2,

(e) λmn +
∞∑

i=mn+1

λi < λmn−1 (n ∈ IN),

and,

(f) li 6= mj if i, j > 1.

Now let

αn =

{
1, if there exists i ∈ IN for which n = li
0, otherwise,

βn =

{
1, if there exists i ∈ IN for which n = mi

0, otherwise.

Condition (b) implies the regularity of (αn), since if k ∈ IN and n is the minimal
index for which k < ln then

λk ≥ λln−1 > λln +

∞∑

i=ln+1

λi ≥ λln + λln+1 + λln+2 + · · · =
∞∑

i=k+1

αiλi,
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so (6) holds for (tn) = (αn). Since αn 6= 0 for infinitely many indices n, we
obtain that (αn) is quasi-regular. The quasi-regularity of (βn) can be shown in
the same way. But (min{αn, βn}) is not a quasi-regular sequence, since it is equal
to (0, 1, 0, 0, 0, . . .).

Theorem 5. Let λ = (λn) ∈ IFN . The anti-regular algorithm E ′ with respect to λ
is not associative.

Proof. Our purpose is to define two sequences (αn), (βn) ∈ N IN which are anti-
regular, but (min{αn, βn}) is not anti-regular. Instead of this, it is obviously enough
to define two sequences (αn), (βn) ∈ N IN which are regular, but (max{αn, βn}) is
not regular. We will use this method.

In the proof we distinguish two cases:

Case 1. There exists m ∈ IN such that E⋆
k (λm) < N for infinitely many values

of index k.
Then let H = {k ∈ IN | k > m and E⋆

k (λm) < N}. Let A and B be subsets of
IN for which

A ∪B = IN, A ∩B = ∅,
A ∩ {k ∈ IN | E⋆

k (λm) 6= 0} and B ∩ {k ∈ IN | E⋆
k (λm) 6= 0} are infinite sets,

(i ∈ A and i+ 1 ∈ B) or (i ∈ B and i+ 1 ∈ A) =⇒ i ∈ H.

The existence of such sets A and B is clear. Now let

αk =

{
E⋆
k (λm), if k ∈ A

0, if k ∈ B

βk =

{
E⋆
k (λm), if k ∈ B

0, if k ∈ A

for all k ∈ IN . The regularity of (αn) and (βn) follows from the definition of
(E⋆

n(λm)) and the infinite cardinality of A ∩ {k ∈ IN | E⋆
k (λm) 6= 0} and B ∩ {k ∈

IN | E⋆
k (λm) 6= 0}. The ”pointwise” maximum of (αn) and (βn) is not regular since

it is equal to (E⋆
n(λm)).

Case 2. For every n ∈ IN E⋆
k (λn) = N for all but finitely many values of

index k.
Then, for an arbitrary positive integer K, if m denotes the maximal index for

which E⋆
m(λK) < N then λm = Lm+1 follows from the the quasi-regularity of E⋆.

Thus we obtain that H = {n ∈ IN | λn = Ln+1} is an infinite set. Let A and B be
subsets of IN for which

A ∪B = {n ∈ IN | n > minH}, A ∩B = ∅,

(i ∈ A and i+ 1 ∈ B) or (i ∈ B and i+ 1 ∈ A) ⇐⇒ i ∈ H \ {minH}.
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The existence of such sets A and B is clear. Now let

αk =

{
N, if k ∈ A
0, otherwise

βk =

{
N, if k ∈ B
0, otherwise

for all k ∈ IN . Then (max{αn, βn}) = (E⋆
n(λminH)), which is not a regular sequence,

but the regularity of (αn) and (βn) follows from the quasi-regularity of (E⋆
n(λminH)).

Theorem 6. In the case of (λn) =
(

1
(N+1)n

)
∈ IFN the only associative algorithm

is the regular one.

Proof. Let x ∈ [0, L(λ)]. If En(x) = 0 except of a finite set of indices n then x will
be called a finite number. In the case of (λn) =

(
1

(N+1)n

)
if an x ∈ [0, L(λ)] has

more than one representations of the form

x =

∞∑

n=1

δnλn (δn ∈ N for all n ∈ IN)

then x is a finite number,

x =

m∑

n=1

En(x)λn where Em(x) 6= 0,

and x has exactly one representation different from the regular one:

x =
m−1∑

n=1

En(x)λn + (Em(x) − 1)λm +
∞∑

n=m+1

N · λn.

We will show that if α = (αn) is an associative algorithm and x is a finite number

then αn(x) = En(x) for all n ∈ IN . Let x =
m∑

n=1
En(x)λn where Em(x) 6= 0. Then

x1 = x+

∞∑

n=1

λm+2n−1 and x2 = x+

∞∑

n=1

λm+2n

are uniquely representable numbers, so if ∈ IN and j ∈ {1, 2} then

αn(xj) =





En(x), if n ≤ m
1, if n > m and n−m− j is even
0, otherwise.
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It is clear that x = x1 ◦ x2, thus

αn(x) = αn(x1 ◦ x2) = min{αn(x1), αn(x2)} = En(x) (n ∈ IN).

Theorem 7. Let λ = (λn) ∈ IFN for which there exists M ∈ IN,M > 1 such that
λ\ {λM} is still an interval filling sequence of order N . Then the regular algorithm
with respect to λ is not the only associative one.

Proof. Let E denote the regular algorithm with respect to λ \ {λM}, and let ⋄ be
the operation defined by E . We define an associative algorithm α with respect to
λ which is different from the regular one. If x ∈ [0, L(λ)] then let

αn(x) =

{
max{k ∈ N | kλM ≤ x}, if n = M
Eϕ(n)

(
x− αM (x)λM

)
, if n 6= M ,

where ϕ: IN \ {M} → IN ,

ϕ(n) =

{
n, if n < M
n− 1, if n > M .

The condition that λ \ {λM} is an interval filling sequence implies that α is an
algorithm. This algorithm is obviously different from the regular one since it ”begins
with index M ”. If ◦ denotes the operation defined by α then we have

(7) x ◦ y = min{αM (x), αM (y)} · λM +
(
x− αM (x)λM

)
⋄
(
y − αM (y)λM

)
.

Furthermore, we know that

(8)
(
x− αM (x)λM

)
⋄
(
y − αM (y)λM

)
≤ min{x− αM (x)λM , y − αM (y)λM}.

Our purpose is to prove that (2) holds for α. It is obviously true for n = M , and
if n 6= M then with the help of (7) and (8) we obtain

αn(x ◦ y) =
= αn

(
min{αM (x), αM (y)} · λM + (x − αM (x)λM ) ⋄ (y − αM (y)λM

)
=

= Eϕ(n)

(
(x− αM (x)λM ) ⋄ (y − αM (y)λM )

)
=

= min
{
Eϕ(n)

(
x− αM (x)λM

)
, Eϕ(n)

(
y − αM (y)λM

)}
=

= min{αn(x), αn(y)}.
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