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BOGDAN TROFAK (ZIELONA GORA, FOLAND)

SOME ALGEBRAIC PROFERTIES OF LINEAR RECURRENCES

Abgstract: In the paper a definition of a form
aszgociated to a linear recurrence is given without the
restriction that the roots of its characteristic polynomial
are different and moreover some properties of this form are
studied. This is an extension of some results of P.Kiss

€1983.>

1. Introduction.

Lo o]
A linear recurrence @G = {én}n—o of order k(>1> iz

defined by rational integers A;’Az""’A and by recursion

k

Gn = A1Gn—1+“‘+Aan—k’ n &k , where the initial values

Go’gz""’Gk—z are fixed rational integers not all =zero,

Akﬂo. To yhe recurrence G we order a characteristic

polynomial gG(x) as follows

— K k—-1_ - _
> gc(x)~x Alx .. Ak_Ix AL
Ir Qe Oy are the roots of gGCx) satisfying the
condition that a, wi aj for imMj then we define a form fg
of k variables XO,Xl,...,Xk_1 by the formula

k
— 2-k
@ r, [Xo,...,Xk_1)—(deLD) n detn, ,

i=1
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where
1 1 ...1 Xo 1 P | 1 ...1
ey ey ey _ X, @ ...q_ o ...
D = , M. = .
- - . 1 - - - . -
k-1 k-1 k-1 3 k-1 k-1l k-1 k-1
L Xpog@y ety _j@ ..y

From (2> it follows that for k>2 the restriction on the
roots of gG(x) is essential.

P.Kiss (1983) has studied the form fg and from it he
has derived some properties of linear recurrences.

In this paper we define for arbitrary linear recurrence
G a form Fg such that if the roots of g(x) are different
then Fg = fg.Further we show that some results of P.Kiss
remain valid in this general case. Finally we prove a

connection between the factorisation of g(x) and of Fg

2. P=finition and properties of Fﬂ.

Let G be a linear recurrence of order k and let

_ k_ k-1_ _ —
glxd) = x Alx e Ak—xx Ak » Ak 0,
be its characteristic polynomial. Define for 1=1,2,...,k
k
—_ - m-1 : ——
3> £, (x> = — 3 A x with A =-1
m=1
and for the variables xo,xl,...,xk_1
k
4> z, = 2 & CoOX, _,
=1

where a«a 1is a root of g(x> .
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Let L T T L be roots of g(x) (obviously a

k
root of multiplicity r is taken r times) and xo,xi,...,xk_l
be variables. The form

5> Fg[xo""’xk~1] = Nz

t=1 i

will be called a form associated to glx) .

Lemma 1.

If gdx) is a polynomial having distinct roots then

F = .
9 g

Proof:
Assume that the degree of g(x) is k and a, 1 <= i 5 k

are its roots. Consider the following system of equations

+ ... =
y: + Ya ) + Yy xo
ay, + &Ly, + ... + Y, = X1
2 2 2
+ =
<6d aly, + ooy, + ... oy, 2
k-1 k-1 k-1
+ ...+ =
o Yyt %y Y, A Y = Xy

with y’s as unknowns.

By the assumption of lemma, (6) is Cramer’s system hence
7> y, = Cdetn>'1detnic—1)‘“‘ for i=1,2,...,k

where D and Mi are as in (2).
On the other hand it is easy to verify that for

g, (. D . -1
a ;= Ei(ﬁ:y > 1 51,3 S k we have D = [ai’j] .
Therefore from (6) we obtain that
X 1 k z
83 Y, = 2 at,Lx1—1 = g'ZalS 2 gl(ai>xl_1 = MG N

=1 L=1
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Since

kCk-1)
efo]) = - 7 cdetm?
1

oo

i

then from (23, (73, (8) and (8) we get

k
= 2-k 11 —q3t -1
rg[xo,...,xk_i] cdetp>"* I [( 1 "ty det,D] =
kCk-1D k
= CdetD>Z¢-1> 2 ny.

X i .
T=1 1

]

"
nz =F[x c X ]
=1 & gl o’ >Tk -1

This ends the proof.

Theorem 1. Ccomp. Thm.1 in Kigs, 1983)

The form FgEXO,...,Xk_i] has rational integer
coefficients and the coefficient of X:_l is one.
Furthermore

F [6 ,6 G ]= [(—1)""A " F
gl n? nes1?” " "2 T nek -1 k ‘"o

for all integer nz20, where F0= Fg[Go’G1"“’Gk-1]

Proof:

By (3> and (4) we can write

k k-1
- m
2 g2 X _, = 2 u o
L=1 m=0
where u = umtxo,...,xk_i] are linear forms with

rational integer coefficients and then

k-1
m
2 u o

[[enes g

Fg[xo,...,xk_i] =

i=1 m=0

o Tx-1
and the coefficients of LPS . are rational as
symmetrical polynomials in L L Since ai’s

are algebraic integers then these coefficients and in

particulary
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the coefficients of Fg[xo""’xk—x) are rational integer=s.
Moreover g, (x> =1 hence the coefficient of Xt_l is equal
to

k

N g 0>=1.

L=

For the proof of second part of the theorem put
gOCx)=g(x) and remark that

8y _4SXO*A, L

gt(x)
x

Now for o = aj,
k k

1 = 3 s k and for any n20 we have

«a2g 6, = 3 [gt—ica)+Ak—L+1] Ghir-s
1=1 t=1
Kk k
= [g0<a)+Ak}Gn + 28 08 Lt A L,0 o,
1 =2 L=2
k-1 k-1 k-1
=AG + 3A G, * 256, = 3A 6
1=1 =1 1 =0
k-1 k-1 k
+ 2 g6 ,, =6, + g6 , = g6 .,
=1 1=1 L =1
because Gn+k = Gn+kgk(a)

From the above calculations we obtain

k

k
Fg(enu,...,emk]-ﬁ ] 2eg a6 , | =

t=1({l=1

k-1
N I ISUIOPN TP (S LS

and the proof easily follows by the induction.



- 74 -

Theorem 2. (see Thm.2 in Kiss, 1983.)

Ir
td = a + a a. + + a Pl n20
i, n o, n 1, n T M k-1, n i ’
where
k-t -2
A T Ok T 2 AiGek-t-j-1 » OStSK
-
and if
k
Un = n t|.,|'\
i=1
then
_ _ k-1 n
u_ = [c 1> Ak] v,
Proof':
For 1 5 i £ k we have
k k k k ~m
—_ - L -m - 1
Zo = 22X, 2 [ A ] = 2Xoy ZA
N m=1 L=m m=1 1 =0
k-1 k-1 k-2 k-l -1
- - 1 = - - i
= 2oy ZA L X, 2 [onk—l-t 2 Ak—l—mxm-i]ut =
Lzo m=1 1=0 m=1
k-1 k-l -1
L -
= 2« [xk-L-l 2 Amxk—l.—m-i]
1L=0 m=1
and putting Xr = Gn+r, r=0,1,...,k-1 we obtain
k-1 k-l -1
= L - -
zot.t = 2 « [?n*k-l-i 2 AjGn+k-t—j-1] =% .
L=0 j=1

and now by definition of F'g and by Theorem 1 we get

proof.

the
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3. A connection between g(x)> and Fg.

Lemma 2. Let

— k k-1 _ _ _-
glx) = x Aix . Ak_ix Ak N
— s -1 __ - -
ulx) = x B x . B__,x B, .,
vix) = x" - (Zix"_1 - ... -C _,x-¢C
r

and let

g(x) = ulx) v(x).

If Fgfxo,...,xk_l] is the associated form to g(x) then

Fg(xo,...,xk_i] = Fufzo,...,zn_i]FV[Yo,...,Yr_i]

where F‘u and FV are forms assgociated to ulx) and v(x),

respectively and

2 =-3C X

i Jj=0,1,...,s-1 with C°=—1,

8
Y =~ 3 B__ X, ., i=0,1,...,r-1 with B _=-1.

n=0

Proof: For the brevity put

a == A _, 151 =<k,
n = " B.., > 1 sn=s,

c = -0 » 1 Smsr
m r-m

a be a root of ulx)d. By (3) and (4D we have
k k k

- L=t _
o > g (X, _ = > X, -, > a «a =
t =1 t=1 L=t

1
=]
=}
™
v}
&
Q
It

N
]

— m+n-t
= 3 X, _, > > c b a =
t =1 L=t m+n=1i
0SmSr
0SnSg
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n-=Ct -ml
= ZX _, 2 c¢ba
t=1 m+nat
0S<mSr
0Sn<g

r
= z xt_1 2 cm z bnan—ct—m) =

m

r
= z c z Xtul z bnah-(t-m)

m=0 L=m+1 n=t -m

The last equality follows from the fact that for t=m we have

& e

S ba"t™M=ao"" Iba” = o™t uCed = 0.
n=t -m n=0

neo

Now, changing the order of summation and understanding u1Cx)

similarly as g(x> in (3) we obtain

s S r r
za = 2 2 bnan-P z cm 2 xt—i =
p=1 n=p m=0 t=m+1
Lt -m=p

r e
u (o > [—Cr_mxp_1+m] > u Ced 2 .

1 m=0

(]
tMD

P p=1

Analogously for (3 being a root of vi(x) we obtain

r
zg = 2vV{ Y .
1L=1
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¥Without loog of the generality we can asgume that the roots
of g(x) are al,az,...,as,ﬁ1,...,ﬁr and that o,  are the
roots of ul(x)> and Bj of v(x).

Now by the definition of Fg we have
r

=
Fg[ﬁo,.‘.,xk_l) = [z, 1 zg =
=1 j=1 i

FU[ZO,...,ZE_I].FV[YO,...,Yr_i]

what ends the proof.
Theorem 3.

If glx> = g1(x)...ngx) iz a decomposition of g(x3 on

irreducible factors then

(g2 Fg[xo,...,xk_1]=
- €13 1) Crd crd
-Fg1[xo ,...,xki_l]...rgr[xo ,...,xkr_l]
where X%’ are linear forms in X seee,X and F are
i o k-1 ]

L
forms associated to gt(x) » irreducible over the rational

field and conversely if

1-*9[x0,...,xk_]l]=1?1[xo,...,xk_l)...r‘r [xo,...,xk_i]

is a decompositicn of Fg on irreducible factors then g(x)
is decomposable on r irreducible factors glcx),...,ngx),
say and F‘g has the form ((9).

Proof:

By Lemma 2 it is enough to prove that if

F, [xo,... ,Xk_1]=F1[XO,... ,xk_i].F2 [xo,, ..,xk_l]

with not constant Fl, F'2 then g(x) is reducible.
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Suppose that by above condition g(x) is irreducible.

Then g?’Cad M 0 for any o being a root of glx). Put
k
Xj = 3 Ex - ar] ai R j=0,1,...,k-1
r=1
where aj are roots of g(x). First of all we see that Xj

has a form ajx + bj with rational a,b . Thus we have

10> Fg[xo,...,xk_l) = u1(x) uz(x)

with not constant u, and u,

On the other hand we have

k k
Fg[Xo, .‘,xk_l] = |3 e a0x, _,
i=1t=1
But
k k
_ t-1 _ _ t-1 _
€, [“’][x “i]“i [" “j] 2 & ["‘L]"‘j
t=1 t=1
= 0 if imj
g’(ai)(x-ai) if i=j
hence
k k k
= t-1 _
2 g CodX _, = 2 [x—otr] 2 g, [ai]ar = [x—cxr]g’ [a.l]
t=1 r=1 t =1
and from this it follows that
k
Fg[xo,...,xkﬂ] = ] [x—a.t]gi [a,t] = g(x) A
=1
with a rational Am( what common with 10> gives a

contradiction to the assumption on g(x)> .

This contradiction completes the proof.
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