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Abstract

In this paper, in our modification of Graham scan for determining the
convex hull of a finite planar set, we show a restricted area of the examination
of points and its advantage. The actual run times of our scan and Graham
scan on the set of random points shows that our modified algorithm runs
significantly faster than Graham’s one.

Keywords: Algorithm, computational complexity, convex hull, extreme point,
Graham scan

MSC: 52B55, 52C45, 65D18

1. Introduction

The determination of the convex hull of a point set has successfully been applied
in application domains such as pattern recognition [2], data mining [3], stock cutting
and allocation [4], or image processing [10].

Graham’s algorithm [5] is an important sequential algorithm used for determin-
ing the convex hull of the set of n points in the plane (n > 3). This algorithm
has a complexity of O(n log n). Take an interior point x of the convex hull and
assume without loss of generality that no three points of the given set (including
x) are collinear. We will use the phrase “convex hull” to mean “the set of extreme
points of the convex hull”. The first step of Graham’s algorithm is to construct a
sequence P = {p1, . . . , pn} of the points in polar coordinates ordered about x in
terms of increasing angle (see Fig. 1) (note that point p1 is adjacent to pn). In this
sequence, call a point reflex if the interior angle made by it and its adjacent points

3



4 P.T. An

is greater than π. In Fig. 1, p1 is nonreflex and p2 is reflex. Then, a reflex point
does not belong to the convex hull. Graham scan in the algorithm examines the
points of the sequence in counterclockwise order and deletes those that are reflex;
upon termination, only nonreflex points remain, so the rest is the convex hull of P .

Several modifications of Graham’s algorithm have been proposed, all having to
do with the following. If the first point in P is guaranteed to be on the convex hull,
then it is never reflex (see [1, 6, 9, 10, 11] etc).

p

p

x

p

p

pp 1
n

2

3

i

i−1

Figure 1: The first step of Graham’s algorithm constructs a se-
quence P = {p1, . . . , pn} of the points in polar coordinates ordered

about x.

Determining when the counterclockwise examination of points can stop seems
to be the major difficulty, because deleting a reflax point can change its neighbors
from nonreflex to reflex. That is one of the reasons why some of modifications
of Graham’s algorithm contain errors (see [7]). In this note, in our modification
of Graham scan, we show a restricted area of the examination of points and its
advantage. The actual run times of our scan and Graham scan on the set of
random points are given in Table 1, which shows that our modified algorithm runs
significantly faster than Graham’s one.

2. A modification of the Graham scan

We shall shortly describe a restricted area of the examination of points in Gra-
ham scan. Suppose that α is some compact convex set containing P (see Fig. 2).
The first step of Graham’s algorithm constructs a sequence P = {p1, . . . , pn} of the
points in polar coordinates ordered about the interior point x in terms of increasing
angle. After that, let pi−1 be nonreflex (i.e., the interior angle made by it and pi

and pi−2 is less than π). Let the rays xpi and pi−1pi intersect the boundary of α
at ui and vi, respectively (see Fig. 2). Denote ûixvi and [ûixvi] the angle at point
x and the area, respectively, formed by rays xui and xvi.
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Figure 2: α contains P and the restricted area at point pi is [ûixvi].

If α ⊂ β then [ûixvi] ⊂ [û′

ixv′

i].

Proposition 2.1. Let the rays xpi and pi−1pi intersect the boundary of α at ui

and vi, respectively. If pi−1 is nonrelfex and all points of P ∩ [ûixvi] are nonreflex,
then pi is nonrelfex, too.

Proof. Assume that pi+1, . . . , pk ∈ [ûixvi] and pj /∈ [ûixvi] for k+1 6 j 6 n. Since
α is convex, the intersection of α and the closed half-plane bounded by the line
pi−1pi and containing x is convex. It follows that ̂pi−1pipj < π for k + 1 6 j 6 n.
Therefore, ̂pi−1pipj < π for i + 1 6 j 6 n. Since pi−1 is nonreflex, pi is nonreflex,
too. �

By Proposition 2.1, to examine if pi is nonreflex or not, we only need to examine
if pi is nonreflex or not with the points of P in counterclockwise order beginning
from pi+1 and belonging to [ûixvi]. We now present our modification for Graham’s
algorithm.

Algorithm:

First, find interior point x; label it p0. Then sort all other points angularly about
x; label p1, . . . , pn. Set P = {p1, . . . , pn}. Take a compact convex set α containing
these points. We now determine the convex hull Q = {q1, . . . , ql+1}.

1. Begin at p1. Set l = 1 and i = 2. Because p1 is on the convex hull, we have
q1 = p1.

2. Consider ql. If i = n, go to 3. Else, let the rays xql and qlpi intersect the
boundary of α at ui and vi, respectively.
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2.1 Set m = 1.

2.2 If ̂pixpi+m 6 p̂ixvi (i.e., pi+m ∈ P ∩ [ûixvi]) and ̂qlpipi+m < π, then set
m = m + 1 and go to 2.2. Else either

̂pixpi+m > p̂ixvi, then by Proposition 2.1, pi is nonreflex, set ql+1 = pi,
i = i + 1 and l = l + 1 go to 2, or

̂qlpipi+m > π, then q̂lpipk < π for all pk ∈ P , i < k < i + m. Set i = i + m,
go to 2.

3. Set ql+1 = pn. Then, Q = {q1, . . . , ql+1} is the convex hull. STOP.

Note that x can be chosen to be a point on the convex hull (see [1, 9]).

Proposition 2.2. The algorithm computes the convex hull in n(log n) time.

Proof. By Proposition 2.1, points of Q are nonreflex. Hence, the algorithm com-
putes the convex hull.

After sorting points that requires n(log n) time, the algorithm can only take
linear time, since it only advances, never backs up, and the number of steps is
therefore limited by the number of points of P . Therefore, the algorithm runs in
n(log n) time. �

Proposition 2.3. Suppose that α and β are compact convex sets containing P.
Let the rays xpi and pi−1pi intersect the boundary of α (β, respectively) at ui and

vi (at u′
i and v′i, respectively). If α ⊂ β then [ûixvi] ⊂ [û′

ixv′i].

Proof. Since α, β are convex and α ⊂ β, vi belongs to the segment [v′i, pi]. It

follows that [ûixvi] ⊂ [û′
ixv′i]. �

Our modification only need to examine the points of P in counterclockwise
order beginning from pi and belonging to [ûixvi] while Jarvis’s algorithm [8] and
variations of Graham’s convex hull algorithm like Akl-Toussaint’s algorithm [1],
Graham-Yao’s algorithm [6], Toussaint-Avis’s algorithm [11], etc require that for
many points. By Proposition 2.3, the execution time is reduced if the set α is
enough small such that it still contains P . So we can choose α to be the smallest
rectangle U enclosing P and having sides parallel to the coordinate lines.

The algorithm requires to check the condition ̂pixpi+m 6 p̂ixvi. This is imple-
mented in our code as follows: Let xpi+m intersect uivi at p̄i+m. Then ̂pixpi+m 6

p̂ixvi iff x-coordinate of p̄i+m is between x-coordinates of ui and vi.

For a given set P of points randomly positioned in some rectangle V having sides
parallel to the coordinate lines, we can take this rectangle to be α. Based on the
“throw-away” principle [1], we can assume that P includes a finite number of points
randomly positioned in the interior of the right-angled triangle abc having sides
parallel to the coordinate lines and two points b and c (which form the hypotenuse
of the triangle).
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Our modified algorithm is implemented in C code. To compare it with Graham’s
algorithm we use an implementation of Graham’s algorithm written by O’Rourke
[9]. Codes are compiled by the GNU C Compiler under SuSe Linux 10.0 and are
executed on a Pentium IV processor. For the comparison to be meaningful, both
implementations use the same code for file reading and rotary sort. The actual
run times of the scans in our algorithm and Graham’s algorithm on such set P are
given in Table 1, which shows that our modified algorithm runs significantly faster
than Graham’s one (with integer coordinates). In this case, α = U = V .

Input Number of Graham Our Modified

size extreme points Scan Scan

20000 159 0.0905 0.0638

30000 189 0.1500 0.0946

60000 225 0.3190 0.2068

100000 236 0.5520 0.3611

200000 272 1.2446 0.8503

300000 302 2.0292 1.4025

1000000 376 8.2442 5.7995

Table 1: The actual run times of scans in our algorithm and Gra-
ham’s algorithm (time in sec) on a finite number of points randomly
positioned in the interior of the right-angled triangle abc of size
40000 having sides parallel to the coordinate lines and two points

b and c.
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1. Introduction

The group algebra FG of a group G over a field F may be considered as a Lie
algebra with the usual bracket operation [x, y] = xy − yx. Denote by [X, Y ] the
additive subgroup generated by all Lie products [x, y] with x ∈ X and y ∈ Y , and
define the Lie derived series and the strong Lie derived series of the group algebra
FG respectively, as follows: let δ[0](FG) = δ(0)(FG) = FG and

δ[n+1](FG) =
[

δ[n](FG), δ[n](FG)
]

,

δ(n+1)(FG) =
[

δ(n)(FG), δ(n)(FG)
]

FG.

We say that FG is Lie solvable if δ[m](FG) = 0 for some m and the number
dlL(FG) = min{m ∈ N | δ[m](FG) = 0} is called the Lie derived length of FG.

9
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Similarly, FG is said to be strongly Lie solvable of derived length dlL(FG) = m if
δ(m)(FG) = 0 and δ(m−1)(FG) 6= 0. Evidently, δ[i](FG) ⊆ δ(i)(FG) for all i.

For m > 0 let

s
(m)
l =











1 if l = 0;

2s
(m)
l−1 + 1 if s

(m)
l−1 is divisible by 2m;

2s
(m)
l−1 otherwise.

In [1] we proved the following

Theorem 1.1 (Z. Balogh and T. Juhász [1]). Let G be a group with cyclic derived
subgroup of order pn, where p is an odd prime, and let F be a field of characteristic
p. If G/CG(G′) has order 2mpr, then

dlL(FG) = dlL(FG) = d + 1,

where d is the minimal integer for which s
(m)
d > pn holds. Otherwise,

dlL(FG) = dlL(FG) = ⌈log2(2pn)⌉.
This article can be considered as a supplement to [1]. In the original proof of

the theorem, at the discussion of the cases when either G/CG(G′) has order 2pr,
or the order of G/CG(G′) is divisible by some odd prime q 6= p, Theorem A and
B from [3] play the central role. Two lemmas are shown here, which enable us
to construct a new (elementary) proof of Theorem 1.1 avoiding the use of above-
mentioned results of A. Shalev. For a change, we prove these two lemmas by two
different ways (the first was proposed by the referee, whereat we wish to thank
him), although both statements could be proved by both methods which will be
presented here.

We denote by ω(FG) the augmentation ideal of FG. It is well-known that
ω(FG) is nilpotent if and only if G is a finite p-group and char(F ) = p. The
nilpotency index of ω(FG) will be denoted by t(G). For a normal subgroup H ⊆ G
we mean by I(H) the ideal FG · ω(FH). For x, y ∈ G let xy = y−1xy and
(x, y) = x−1xy, furthermore, denote by ζ(G) the center of the group G. We shall
use freely the identities

[x, yz] = [x, y]z + y[x, z], [xy, z] = x[y, z] + [x, z]y,

and for units a, b the equality [a, b] = ba
(

(a, b) − 1
)

.

2. Proof of Theorem 1.1

Let G be a group with derived subgroup G′ = 〈x | xpn

= 1〉 where p is an odd
prime, and let F be a field of characteristic p. As it is well-known, the automor-
phism group of G′ is isomorphic to the unit group U(Zpn) of Zpn . Furthermore,
U(Zpn) is cyclic, so the factor group G/CG(G′), which is isomorphic to a subgroup
of U(Zpn), is cyclic, too. We distinguish the following two cases according to the
order of G/CG(G′).
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2.1. G/C has order 2mpr

Let d be the minimal integer for which s
(m)
d > pn holds.

First suppose that m = 0. Then, as is easy to check (see [1]), the group G is
nilpotent, and by [2], dlL(FG) = dlL(FG) = ⌈log2(p

n + 1)⌉. Since

2d − 1 = s
(0)
d−1 < pn 6 s

(0)
d = 2d+1 − 1,

we have d < log2(p
n + 1) 6 ⌈log2(p

n + 1)⌉ 6 d + 1, thus Theorem 1.1 is proved for
the case in point.

Let now m > 1. To prove that d + 1 is an upper bound on dlL(FG) it is
sufficient to show that

δ(l+1)(FG) ⊆ I(G′)s
(m)
l for all l > 0.

This is clear for l = 0. For the induction we need Lemma 2 from [1], which states
that

[I(G′)i2m

, I(G′)j2m

] ⊆ I(G′)i2m+j2m+1. (2.1)

Hence, assuming that δ(l)(FG) ⊆ I(G′)s
(m)
l−1 , we obtain

δ(l+1)(FG) = [δ(l)(FG), δ(l)(FG)]FG

⊆ [I(G′)s
(m)
l−1 , I(G′)s

(m)
l−1 ]FG ⊆ I(G′)s

(m)
l .

Therefore, dlL(FG) 6 d + 1. Now, we shall prove that d + 1 6 dlL(FG). Let us
choose an element aCG(G′) of order 2m from G/CG(G′) and consider the group
H = 〈x, a〉 and set xk = xa. In particular, when m = 1, we have that a2 ∈ ζ(H),
xa = x−1, and the quotient group H = H/ζ(H) is isomorphic to the dihedral group
of order 2pn. This case is treated in the next lemma.

Lemma 2.1. Let G be the dihedral group of order 2pn for some odd prime p, and
let char(F ) = p. Then dlL(FG) > d + 1, where d is the minimal integer such that

s
(1)
d > pn.

Proof. Write the group G as 〈a, x | a2 = xpn

= 1, xa = ax−1〉 and set sl = s
(1)
l . We

shall show that (x− x−1)sl−1 ∈ δ[l](FG) if l is odd, and (x− x−1)sl−1+1 ∈ δ[l](FG)
if l is even; further

a(x − x−1)sl−1 ∈ δ[l](FG) and ax(x − x−1)sl−1 ∈ δ[l](FG).

For, if l = 1 then x − x−1 = [a, ax] ∈ δ[1](FG), a(x − x−1) = [a, x] ∈ δ[1](FG)
and ax(x − x−1) = [ax, x] ∈ δ[1](FG).

If l is even then, by induction, the elements

(x − x−1)sl−2 , a(x − x−1)sl−2 , ax(x − x−1)sl−2
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belong to δ[l−1](FG). Since (x − x−1)2 is central and sl−2 is odd,

[ax(x − x−1)sl−2 , a(x − x−1)sl−2 ] = [ax(x − x−1), a(x − x−1)](x − x−1)2sl−2−2

= a(x − x−1)[x, a(x − x−1)](x − x−1)2sl−2−2

= (x − x−1)2sl−2+1 = (x − x−1)sl−1+1.

Thus (x − x−1)sl−1+1 ∈ δ[l](FG). Furthermore,

[
1

2
a(x − x−1)sl−2 , (x − x−1)sl−2 ] = [

1

2
a, (x − x−1)sl−2 ](x − x−1)sl−2

= [
1

2
a, x − x−1](x − x−1)2sl−2−1

= a(x − x−1)2sl−2 = a(x − x−1)sl−1 ,

and hence,

[
1

2
ax(x − x−1)sl−2 , (x − x−1)sl−2 ] = [

1

2
a(x − x−1)sl−2 , (x − x−1)sl−2 ]x

= ax(x − x−1)sl−1 ,

so the elements a(x − x−1)sl−1 and ax(x − x−1)sl−1 belong to δ[l](FG).
Now, if l is odd then sl−2 is even, and by the inductive hypothesis

(x − x−1)sl−2+1 , a(x − x−1)sl−2 , ax(x − x−1)sl−2 ∈ δ[l−1](FG).

As above,

[a(x − x−1)sl−2 , ax(x − x−1)sl−2 ] = [a, ax](x − x−1)2sl−2

= (x − x−1)2sl−2+1

= (x − x−1)sl−1 ∈ δ[l](FG),

and

[
1

2
a(x − x−1)sl−2 , (x − x−1)sl−2+1] = [

1

2
a, x − x−1](x − x−1)2sl−2

= a(x − x−1)2sl−2+1

= a(x − x−1)sl−1 ∈ δ[l](FG),

and finally

[
1

2
ax(x − x−1)sl−2 , (x − x−1)sl−2+1] = [

1

2
a(x − x−1)sl−2 , (x − x−1)sl−2+1]x

= ax(x − x−1)sl−1 ∈ δ[l](FG).

Induction is complete.
Let d be the minimal integer such that sd > pn. Then sd−1 < pn and

a(x − x−1)sd−1 = ax−sd−1(x2 − 1)sd−1

is nonzero element of δ[d](FG) (by the binomial theorem as the order of x2 is pn).
Thus dlL(FG) > d and the statement follows. �
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The following line shows the truth of Theorem 1.1 for the case m = 1:

d + 1 6 dlL(FH) 6 dlL(FH) 6 dlL(FG).

Let us turn to the case m > 1. Since (x, a) = x−1+k ∈ H ′ and k 6≡ 1 (mod p), we
have that H ′ has order pn. Moreover, H/CH(H ′) has order 2m. Lemma 4 in [1]
forces

aωs
(m)
l (FH ′) ⊕ a−1ωs

(m)
l (FH ′) ⊆ δ[l+1](FH)

for all l > 0, therefore δ[d](FH) 6= 0, so d + 1 6 dlL(FH) 6 dlL(FG), as asserted.

2.2. The order of G/CG(G′) is divisible by some odd prime
q 6= p

In the proof of the next lemma we will use the well-known congruence

xk − 1 ≡ k(x − 1) (mod I(G′)2) for all k ∈ Z. (2.2)

Set G/CG(G′) = 〈bCG(G′)〉 and xk = xb. The congruence

[(x − 1)2
l

, b] ≡ (k2l − 1)b(x − 1)2
l

(mod I(G′)2
l+1) for all l > 0 (2.3)

can be obtained as a simple consequence of (2.2).

Lemma 2.2. Let G be a group with cyclic derived subgroup of order pn and let
char(F ) = p. If the order of G/CG(G′) is divisible by an odd prime q 6= p, then
dlL(FG) > ⌈log2(2pn)⌉.

Proof. Let G′ = 〈x | xpn

= 1〉 and let us choose an element bC ∈ G/CG(G′)
of order q and set xk = xb. Evidently, k2m 6≡ 1 (mod p) for all m. Set H =
〈b, CG(G′)〉. Clearly, xk−1 = (x, b) ∈ H ′ is of order pn, so H ′ has order pn, too.
Since H ′ = (b, CG(G′)) and the map c 7→ (b, c) is an epimorphism of CG(G′) onto
H ′, we can choose c from CG(G′) such that (b, c) = x. Define the following three
series in FG: let

u0 = b, v0 = c, w0 = c−1b−1,

and, for l > 0, let

ul+1 = [ul, vl], vl+1 = [ul, wl], wl+1 = [wl, vl].

Using induction we show for odd l that

ul ≡ t(l)u cb(x − 1)2
l−1

(mod I(G′)2
l−1+1);

vl ≡ t(l)v c−1(x − 1)2
l−1

(mod I(G′)2
l−1+1);

wl ≡ t(l)w b−1(x − 1)2
l−1

(mod I(G′)2
l−1+1),

(2.4)
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and if l is even then

ul ≡ t(l)u b(x − 1)2
l−1

(mod I(G′)2
l−1+1);

vl ≡ t(l)v c(x − 1)2
l−1

(mod I(G′)2
l−1+1);

wl ≡ t(l)w c−1b−1(x − 1)2
l−1

(mod I(G′)2
l−1+1),

(2.5)

where t
(l)
u , t

(l)
v , t

(l)
w are nonzero elements in the field F while 2l−1 < pn. Evidently,

u1 = [b, c] = cb(x − 1), and applying (2.2) we have

v1 = [b, c−1b−1] = c−1
(

(x−1)b−1 − 1
)

= c−1(x−k′ − 1) ≡ −k′c−1(x − 1) (mod I(G′)2),

and similarly, w1 = [c−1b−1, c] ≡ −k′b−1(x − 1) (mod I(G′)2), where xk′

= xb−1

.
Therefore (2.4) holds for l = 1. Now assume that (2.4) is true for some odd l.
Then, using the congruences (2.3) and kk′ ≡ 1 (mod p), we have

ul+1 ≡ t(l)u t(l)v [cb(x − 1)2
l−1

, c−1(x − 1)2
l−1

]

≡ −t(l)u t(l)v [(x − 1)2
l−1

, b](x − 1)2
l−1

≡ −t(l)u t(l)v (k2l−1 − 1)b(x − 1)2
l

(mod I(G′)2
l+1),

vl+1 ≡ t(l)u t(l)w [cb(x − 1)2
l−1

, b−1(x − 1)2
l−1

]

≡ t(l)u t(l)w

(

− b−1c[(x − 1)2
l−1

, b](x − 1)2
l−1

+ cb[(x − 1)2
l−1

, b−1](x − 1)2
l−1)

≡ t(l)u t(l)w k2l−1

(k′2l − 1)c(x − 1)2
l

(mod I(G′)2
l+1)

and

wl+1 ≡ t(l)w t(l)v [b−1(x − 1)2
l−1

, c−1(x − 1)2
l−1

]

≡ −t(l)w t(l)v c−1[(x − 1)2
l−1

, b](x − 1)2
l−1

≡ −t(l)u t(l)v (k′2l−1 − 1)c−1b−1(x − 1)2
l

(mod I(G′)2
l+1).

The assumption on k (see at the beginning of the proof) ensures that the coefficients
of the element ul+1, vl+1 and wl+1 are nonzero in the field F . Supposing that (2.5)
is true for some even l we can similarly get the required congruences. So, (2.4) and
(2.5) are valid for any l > 0.

Assume that l < ⌈log2(2pn)⌉. Then 2l−1 < pn and the elements ul, vl, wl are
nonzero in δ[l](FH), thus dlL(FG) > dlL(FH) > ⌈log2(2pn)⌉. �

The inequality dlL(FG) 6 ⌈log2(2pn)⌉ is well-known, thus the lemma completes
the proof of Theorem 1.1.
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3. Remarks on the theorem

(i) If G is a non-nilpotent group with cyclic derived subgroup of order pn and
char(F ) = p, then

⌈log2(3pn/2)⌉ 6 dlL(FG) = dlL(FG) 6 ⌈log2(2pn)⌉.

In order to prove these inequalities it remains to show that if G/CG(G′)
has order 2mpr, then ⌈log2(3pn/2)⌉ 6 dlL(FG). Since G is not nilpotent,
m > 0, and, as we have already seen, the dihedral group of order 2pn can be
embedded into G. Hence, by Lemma 2.1, we have d + 1 6 dlL(FG), where

d is the minimal integer such that s
(1)
d > pn. At the same time, it is easy to

verify that

s
(1)
l =

{

(2l+2 − 1)/3 if l is even;

(2l+2 − 2)/3 if l is odd.
(3.1)

Thus, (2d+2 − 1)/3 > s
(1)
d > pn, whence d + 1 > ⌈log2(3pn/2 + 1/2)⌉ fol-

lows. Since ⌈log2(3pn/2 + 1/2)⌉ = ⌈log2(3pn/2)⌉, the required inequality is
guaranteed.

As the difference of the integers ⌈log2(3pn/2)⌉ and ⌈log2(2pn)⌉ is at most
one, the values of dlL(FG) and dlL(FG) are almost uniquely determined by
this inequality. In some cases we are able to determine explicitly the values
of dlL(FG) and dlL(FG):

(ii) We claim that if G/CG(G′) has order 2pr, then

dlL(FG) = dlL(FG) = ⌈log2(3pn/2)⌉.

Indeed, according to Theorem 1.1, if l = dlL(FG) then s
(1)
l−2 < pn. From

(3.1) it follows that (2l − 1)/3 < pn. Hence l < log2(3pn/2 + 1/2) + 1, and
therefore l 6 ⌈log2(3pn/2+1/2)⌉. Since ⌈log2(3pn/2+1/2)⌉ = ⌈log2(3pn/2)⌉,
the proof is complete.

(iii) Since the order of G/CG(G′) divides the order of U(Zpn), which is equal to
pn−1(p−1), for primes p of the form 4k−1 the order of G/CG(G′) is either pr

for some r (then dlL(FG) = dlL(FG) = ⌈log2(p
n +1)⌉), or 2pr (then by part

(ii), dlL(FG) = dlL(FG) = ⌈log2(3pn/2)⌉), or it has an odd prime divisor
q 6= p (then dlL(FG) = dlL(FG) = ⌈log2(2pn)⌉).

(iv) Let G be a non-nilpotent group with derived subgroup of order p > 3, where
p is a Fermat prime (i.e. it can be written in the form 22s

+1 for some s > 0),
and let char(F ) = p. Then

dlL(FG) = dlL(FG) =

{

⌈log2(2p)⌉ if G/CG(G′) has order p − 1;

⌈log2(3p/2)⌉ otherwise.



16 Zs. Balogh, T. Juhász

Indeed, let us write p in the form 2r + 1 (r > 1). If G/CG(G′) has order

p − 1 = 2r, then s
(r)
r = 2r, and by Theorem 1.1,

dlL(FG) = dlL(FG) = r + 2 = ⌈log2(2p)⌉,

as asserted. In the other case G/CG(G′) has order 2m for some 0 < m < r.
Since ⌈log2(3p/2)⌉ = r+1, by Theorem 1.1 it is enough to show that s

(m)
r > p.

But this is true, because s
(r−1)
r−1 = 2r−1, furthermore, for m = r − 1 we have

s(m)
r = s(r−1)

r = 2s
(r−1)
r−1 + 1 = 2r + 1 = p,

and if m < r − 1 then s
(m)
r−1 > s

(r−1)
r−1 . This implies

s(m)
r > 2s

(m)
r−1 > 2s

(r−1)
r−1 = 2r = p − 1

and the proof is done.
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Abstract

In this paper it is shown several approximation formulae for the remainder
term of the Fourier series for a wide class of functions satisfying specific
boundary conditions. Also it is shown that the remainder term is related with
the Basel problem and the Riemann zeta function, which can be interpreted
as the energy of discrete-time signals; from this point of view, their energy
can be calculated with a direct formula instead of an infinite series. The
validity of this algorithm is established by means several proofs.

Keywords: Fourier series remainder term, discrete-time signal, Basel problem,
slow varying-type series.

1. Introduction

Fourier series is a mathematical tool for characterizing the frequency content of
a periodic signal which satisfies the Dirichlet conditions [1]. However, the Fourier
series is frequently applied to non-periodic functions, made artificially periodic by
extending periodically its original domain. In practice, with a sufficiently large
number of terms, a finite expansion can be built upon the Fourier series for repre-
senting accurately enough the function. Such finite representation carries implicitly
a remainder term which must be estimated [2].

The calculation of the remainder term is expressed via a mean square error
between the infinite series and the finite expansion, which provides us an enclosed

17
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range of values where the error can be found, instead of an exact formula. Such
estimations stir up the appearance of slow varying-type series, as in the Basel
problem series, which in general are expressed by the Riemann zeta function. This
let us establish a relation between it and a discrete-time signal, usually defined for
all the natural numbers. Therefore the approximation of the remainder term in
Fourier series can be employed as an excellent way for calculating the energy of
a discrete-time signal. The energy calculation embraces a small number of terms
instead of an infinite number, which brings us accurately enough results whose
validity is proved in this paper.

2. Integral approach of slow-varying series

In the calculation of the remainder term in finite Fourier expansion, appears
series whose members are expressed as the product of a periodic term and a function
which varies slowly between successive values of. This let us get a very good
approximation of the series [5]:

∞
∑

k=1

ejkαϕ(k). (2.1)

Let us integrate the kth term around k − 1/2 and k + 1/2 :

∫ k+1/2

k−1/2

ϕ(ξ)ejξαdξ =

∫ 1/2

−1/2

ϕ(k + t)ej(k+t)αdt

=
1

jα
ϕ(k + t)ej(k+t)α

∣

∣

∣

∣

∣

1/2

−1/2

− 1

jα

∫ 1/2

−1/2

ϕ′(k + t)ej(k+t)αdt. (2.2)

However, since ϕ′(k + t) tends to zero asymptotically, it is possible to establish the
following approximation:

∫ 1/2

−1/2

ϕ(k + t)ej(k+t)αdt ≈ ejkα

jα
[ϕ(k + 1/2)ejα/2 − ϕ(k − 1/2)e−jα/2]. (2.3)

Because of the slow variation of ϕ(k) we have that ϕ(k+1/2) ≈ ϕ(k−1/2) ≈ ϕ(k),
therefore the integral is:

∫ 1/2

−1/2

ϕ(k + t)ej(k+t)αdt ≈ ejkαϕ(k)
sin α/2

α/2
. (2.4)

By changing the integrating variable we have:

ejkαϕ(k) ≈ α

2 sinα/2

∫ k+1/2

k−1/2

ϕ(ξ)ejξαdξ, (2.5)
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which transforms the original series into a series of integrals:

∞
∑

k=1

ejkαϕ(k) ≈ α

2 sinα/2

∞
∑

k=1

∫ k+1/2

k−1/2

ϕ(ξ)ejξαdξ. (2.6)

Since the integration limits are contiguous, the series becomes in just one integral:

∞
∑

k=1

ejkαϕ(k) ≈ α

2 sinα/2

∫ ∞

1/2

ϕ(ξ)ejξαdξ. (2.7)

3. The Zeta function as the generalization of the

Basel problem

The Basel problem is a famous issue in the Number Theory because of its inge-
nious solution provided by Leonhard Euler, and its relationship to the distribution
of the prime numbers. The problem consists in calculating the exact sum of the
following series:

∞
∑

n=1

1

n2
= lim

n→∞

(

1

12
+

1

22
+

1

32
+ · · · + 1

n2

)

. (3.1)

Euler’s method uses the Taylor series for the sine function, which is a polynomial
whose roots are x = kπ, k ∈ Z. Thus, with the Fundamental Theorem of Algebra,
the polynomial sin x/x can be written in terms of its roots [3]:

sin x

x
= 1 − x2

3!
+

x4

5!
+

x6

7!
+ · · · = A(x2 − π2)(x2 − 4π2)(x2 − 9π2) · · · , (3.2)

where A is a proportionality constant. Since each factor has the form x2−n2π2 = 0,
they can be expressed as 1 − x2/n2π2 , transforming the polynomial into:

sin x

x
= (1 − x2

π2
)(1 − x2

4π2
)(1 − x2

9π2
) · · · , (3.3)

by multiplying all the factors and gathering the coefficients belonging to x2, results
the series:

− 1

π2
− 1

4π2
− 1

9π2
· · · = − 1

π2

∞
∑

n=1

1

n2
, (3.4)

From (3.2) we get the coefficient of x2 as −1/3!, therefore:

∞
∑

n=1

1

n2
=

π2

6
. (3.5)
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The same procedure, after being applied in the other resulting powers of the mul-
tiplication (3.3), gives a set of impressive series, all of which are based in even
powers:

∞
∑

n=1

1

n4
=

π4

90
,

∞
∑

n=1

1

n6
=

π6

945
,

∞
∑

n=1

1

n8
=

π8

9450
,

∞
∑

n=1

1

n10
=

π10

93555
, . . . (3.6)

The generalization of the Basel problem for real powers is gotten by the Riemann
zeta function, defined as [6]:

ζ(x) =

∞
∑

n=1

1

nx
, x 6= 1. (3.7)

The case x = 1 is avoided since the series becomes divergent, Figure 1. For even
powers the function gives exact values, proportional to even powers of π, as shown
in (3.6); for odd powers it is not possible to get such an exact representations. The

Figure 1: Plot of the Riemann zeta function.

Bernoulli numbers Bn are a set of rational numbers defined by the series [4]:

x

ex − 1
=

∞
∑

n=0

Bnxn

n!
,

B0 = 1, B1 = −1

2
, B2 =

1

6
, B4 = − 1

30
, B6 =

1

42
, . . . (3.8)

The zeta function is related with them for integer values of the argument x as:

ζ(n) =
2n−1|Bn|πn

n!
, Bn = (−1)n+1nζ(1 − n), n ∈ N. (3.9)

4. The remainder term of Fourier series

The Fourier series develops a function by means of an infinite series of trigono-
metric terms; its convergence is assured by Dirichlet conditions. However, in prac-
tice, it is not possible to take an infinite number of such orthogonal functions, but a
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finite number of them for performing a finite Fourier expansion fn(x), formed by n
terms. Fourier series convergence shows that by taking a sufficiently large number
of terms, the difference between f(x) and fn(x), named the remainder term, can
be made as small as we desire:

ηn(x) = f(x) − fn(x). (4.1)

Let us suppose that f (m)(x) exists, although its continuity is not demanded; how-
ever, the continuity of f(x), f ′(x), f ′′(x), . . . , fm−1(x) is required for setting the
following boundary conditions:

f(π) = f(−π), f ′(π) = f ′(−π), . . . , fm−1(π) = fm−1(−π). (4.2)

The existence of the above conditions let us simplify the integration of the coef-
ficients in Fourier series, performed by parts successively m times. They can be
gathered in a complex coefficient:

ak + jbk =
jm

πkm

∫ π

−π

f (m)(ξ)ejkξdξ, (4.3)

where the Fourier series is the real part of the series:

f(x) =

∞
∑

k=1

(ak + jbk)e−jkx =

∫ π

−π

f (m)(ξ)

[

jm

π

∞
∑

k=1

ejk(ξ−x)

km

]

dξ. (4.4)

The index k = 0 has been omitted since f(x) stands for f(x)−a0/2. Let us change
the integrating variable by θ = ξ − x , therefore, f(x) is written in terms of the
kernel-type series Gm(θ):

f(x) =

∫ π

−π

f (m)(θ + x)Gm(θ)dθ, Gm(θ) =
jm

π

∞
∑

k=1

ejkθ

km
. (4.5)

In the finite expansion fn(x), the kernel-type series must add only n terms, thus
the remainder term is expressed in function of another kernel-type series gm

n (θ):

ηn(x) =

∫ π

−π

f (m)(θ + x)gm
n (θ)dθ, gm

n (θ) =
jm

π

∞
∑

k=n+1

ejkθ

km
. (4.6)

The simpler method for getting the remainder term is based on Cauchy inequality:

[

∫ b

a

f(x)g(x)dx

]2

6

∫ b

a

f2(x)dx

∫ b

a

g2(x)dx. (4.7)

After applied it in (4.6) we get:

η2
n(x) 6

∫ π

−π

f (m)2(θ + x)dθ

∫ π

−π

[gm
n (θ)]2dθ. (4.8)
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In this case, we can take advantage of the orthogonality of the members of the
series gm

n (θ), by taking their real part. The integral of the square of kernel-type
series is:

∫ π

−π

[gm
n (θ)]2dθ =

1

π2

∞
∑

k=n+1

∫ π

−π

cos kθ

km

∞
∑

l=n+1

cos lθ

lm
dθ =

1

π

∞
∑

k=n+1

1

k2m
. (4.9)

The above series seems to be related with the Riemann zeta function, however,
we cannot get an exact result since the series starts from n + 1. For estimation
purposes, we can use the integral approach of a slow varying-type series, whose
periodic part is the unitary function, i.e., α = 0. The slow varying part is the
function ϕ(k) = 1/k2m, which varies slowly, since m and n are supposed to be
great:

1

π

∞
∑

k=n+1

1

k2m
≈ 1

π

∫ ∞

n+1/2

dξ

ξ2m
=

1

π(2m − 1)(n + 1/2)2m−1
. (4.10)

The integral of f (m)2 , should be identified as the norm of the mth derivative of
f(x), represented by N2

m, therefore the remainder term is bounded by:

|ηn(x)| <
Nm

√

π(2m − 1)(n + 1/2)m−1/2
. (4.11)

Another method for getting the remainder term is by evaluating reliably the kernel-
type series gm

n (θ) with the integral approach of a slow varying-type series, where
the slow varying function corresponds with ϕ(k) = 1/km. With the exception of
small values around θ = 0, we can use the asymptotic behavior of the integral:

gm
n (θ) ≈ jmθ

2π sin θ/2

∫ ∞

n+1/2

ejξθ

ξm
dξ ≈ jm+1

2π sin θ/2

ej(n+1/2)θ

(n + 1/2)m
. (4.12)

For estimation purposes, the remainder term can be calculated by means the fol-
lowing inequality:

|ηn(x)| 6

∫ π

−π

|f (m)(θ + x)||gm
n (θ)|dθ = |f (m)(x)|max

∫ π

−π

|gm
n (θ)|dθ. (4.13)

After taking the real part of gm
n (θ) and integrating it, we get the following formula:

|ηn(x)| <
2

(n + 1/2)m−1

ln(n + 1/2)π

(n + 1/2)π
|fm(x)|max. (4.14)

5. Mean square error in Fourier series

Frequently the remainder term is known as the error term, for its interpretation
is obvious. However, it is more suitable to handle a mean square error for practical
issues:

η2 =
1

2π

∫ π

−π

η2
n(x)dx =

1

2π

∫ π

−π

[f(x) − fn(x)]2dx. (5.1)
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The orthogonality properties let us express the mean square error in function of
the coefficients in Fourier series:

η2 =
1

2

∞
∑

k=1

(a2
k + b2

k) − 1

2

n
∑

k=1

(a2
k + b2

k) =
1

2

∞
∑

k=n+1

(a2
k + b2

k), (5.2)

where the mean square error results equal to the square of the remainder term:

η2 =
η2

n

2π

∫ π

−π

dx = η2
n. (5.3)

The above formulae let us find out a relation between the norm of the mth derivative
of f(x) and the coefficients of its Fourier series. By substituting (4.9) into (4.8) we
have:

η2
n 6

1

π

∞
∑

k=n+1

1

k2m

∫ π

−π

f (m)2(ξ)dξ, (5.4)

from which we get the following inequality:

1

2

∞
∑

k=n+1

(a2
k + b2

k) 6
1

π

∞
∑

k=n+1

1

k2m

∫ π

−π

f (m)2(ξ)dξ, (5.5)

which provides us the wanted relation:

a2
k + b2

k <
1

πk2m

∫ π

−π

f (m)2(ξ)dξ. (5.6)

If we consider that in the inequality (5.5) both series start from k = 1, we get:

1

2

∞
∑

k=1

(a2
k + b2

k) 6
1

π

∞
∑

k=1

1

k2m

∫ π

−π

f (m)2(ξ)dξ, (5.7)

where the left side is proportional to the integral of f2(x):

∞
∑

k=1

(a2
k + b2

k) =
1

π

∫ π

−π

f2(x)dx, (5.8)

from which the following inequality is gotten:

1

2

∫ π

−π

f2(x)dx 6

∞
∑

k=1

1

k2m

∫ π

−π

f (m)2(ξ)dξ. (5.9)

This series is expressed in terms of the zeta function, from which results the fol-
lowing impressive inequality:

∫ π

−π

f2(x)dx 6
(2π)2m

(2m)!
|B2m|

∫ π

−π

f (m)2(ξ)dξ. (5.10)
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6. Energy of discrete-time signals

A discrete-time signal x(k) is a single value function defined at discrete points
of the domain, which represents the samples of a continuous-time function xa(t),
related with the first one by:

x(k) = xa(kT ), k ∈ Z, (6.1)

being T the sampling rate. For discrete-time signals we can define their energy E
as that dissipated by a unitary resistance:

E =

∞
∑

k=−∞

|x(k)|2. (6.2)

For energy signals, the above series converges. However, if the series diverges,
the function is said to be a power signal [7]. In general, power signals are periodic
functions, where their mean power P , measured in a complete period N , converges:

P = lim
N→∞

1

2N + 1

N
∑

k=−N

|x(k)|2. (6.3)

In practice, it is not possible to perform an infinite summation for calculating
the energy of a discrete-time signal, since with a representative number of terms
we can get an approximation of the series, for the upper terms can be neglected
since energy signals show a decreasing behavior; therefore we have the following
approximation:

En =

n
∑

k=1

|x(k)|2, (6.4)

where x(k) is supposed to be a causal signal, i.e., x(k) = 0 for k 6 0. Therefore,
the Riemann zeta function, for even arguments, gives the exact value of the energy
of a discrete-time signal:

E = ζ(2m) =

∞
∑

k=1

1

k2m
, m ∈ N. (6.5)

which is written as a sequence of weighted unitary impulse:

x(n) =

∞
∑

k=1

δ(n − k)

km
, δ(n − k) =

{

1, n = k,
0, n 6= k.

(6.6)

The approximation of the energy of the signal is written in terms of its total energy,
expressed by the zeta function:

En =
n
∑

k=1

1

k2m
= ζ(2m) −

∞
∑

k=n+1

1

k2m
. (6.7)
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In this formula, we can use the integral approach of a slow varying-type series since
the second one varies slowly, as is required. Therefore:

∞
∑

k=n+1

1

k2m
≈
∫ ∞

n+1/2

dξ

ξ2m
=

1

(2m − 1)

1

(n + 1/2)2m−1
. (6.8)

Hence, the next formula has the advantage of bring us a very accurate value of the
energy of the discrete-time signal without developing the sum until the nth term:

En ≈ ζ(2m) − 1

(2m − 1)

1

(n + 1/2)2m−1
. (6.9)

The following tables present a comparative analysis which demonstrates the validity
of (6.9) as a reliable approximation formula for the finite expansion (6.4). For doing
so, we must programming the formula (6.7) by using double precision floating point
variables, defined in C++ language like of double type. Figure 2 shows the flow
diagram of the main program.

m,n

sum = 0

Cicle from k=1,2,…,n

Begin

End

sum=sum+1/k2m

Figure 2: Algorithm for performing the expansion En.

7. Conclusions

The formulae used for getting the bounded values of the remainder terms were
deduce from the integral approach of a slow varying-type series, which let us cal-
culate the remainder term without performing the infinite sum of the series. In
fact, in this work has been proved that the remainder term can be related with the
Riemann zeta function, which aroused from the Basel problem.
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n En En Absolute
summation approximation Difference

1 1.000000000000000000 0.978267400181559776 0.021732599818440224
10 1.549767731166540760 1.549695971610131060 0.000071759556409701
100 1.634983900184892260 1.634983818092007550 0.000000082092884712
1000 1.643934566681561240 1.643934566598351350 0.000000000083209883
10000 1.644834071848064960 1.644834071847976360 0.000000000000088596
100000 1.644924066898243000 1.644924066898226120 0.000000000000016875

Table 1: Case m = 1.

n En En Absolute
summation approximation Difference

1 1.000000000000000000 0.983557801612372495 0.016442198387627505
10 1.082036583493756640 1.082035287844960840 0.000001295648795807
100 1.082322905344472730 1.082322905328218180 0.000000000016254553
1000 1.082323233378305940 1.082323233378304160 0.000000000000001776
10000 1.082323233710861480 1.082323233710804630 0.000000000000056843
100000 1.082323233710861480 1.082323233711137480 0.000000000000276001

Table 2: Case m = 2.

n En En Absolute
summation approximation Difference

1 1.000000000000000000 0.991005613424777998 0.008994386575222002
10 1.017341512441431340 1.017341494932115790 0.000000017509315553
100 1.017343061964943730 1.017343061964941290 0.000000000000002442
1000 1.017343061984441020 1.017343061984448570 0.000000000000007550
10000 1.017343061984441020 1.017343061984448790 0.000000000000007772
100000 1.017343061984441020 1.017343061984448790 0.000000000000007772

Table 3: Case m = 3.

The Riemann zeta function can be parsed as the energy of a discrete-time energy
signal. For calculating accurately its total energy, it is not necessary to perform a
large expansion of terms, but to use a formula which is gotten from the study of
the remainder term of the Fourier series.

As can be seen from Tables 1– 5, the results demonstrate the virtue of using the
formula (6.9) instead of counting n terms. Even if the expansion is formed by only
one term, the error involved is in the order of 0.1% for m = 5, and 2.1% for m = 1.
In addition, from the tables we can assure the convergence of the results by taking
only ten terms in all of the cases; by taking a large number of terms, the results
show that occur a kind of saturation in the results of the program, since there
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n En En Absolute
summation approximation Difference

1 1.000000000000000000 0.995716261417096016 0.004283738582903984
10 1.004077346255262570 1.004077346045353590 0.000000000209908979
100 1.004077356197943030 1.004077356197942580 0.000000000000000444
1000 1.004077356197943030 1.004077356197943920 0.000000000000000888
10000 1.004077356197943030 1.004077356197943920 0.000000000000000888
100000 1.004077356197943030 1.004077356197943920 0.000000000000000888

Table 4: Case m = 4.

n En En Absolute
summation approximation Difference

1 1.000000000000000000 0.998104320141845691 0.001895679858154309
10 1.000994575058549610 1.000994575056194600 0.000000000002355005
100 1.000994575127818200 1.000994575127817750 0.000000000000000444
1000 1.000994575127818200 1.000994575127817750 0.000000000000000444
10000 1.000994575127818200 1.000994575127817750 0.000000000000000444
100000 1.000994575127818200 1.000994575127817750 0.000000000000000444

Table 5: Case m = 5.

exist no variations in the calculations while increasing the number of summands.
This can be interpreted as that the first elements have more energy than the upper
ones. Therefore, the use of a finite expansion for calculating the energy of the
discrete-time signal is justified, since the upper terms can be neglected.
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Abstract

Our purpose is to establish the following result: Let a and d be co-
prime integers and a, a + d, a + 2d, . . . , a + (k − 1) d (k > 2) be an arithmeti-
cal progression. Then for all integers α0, α1, . . . , αk−1 the rational number
1/aα0 + 1/ (a + d)α1 + · · · + 1/ (a + (k − 1) d)αk−1 is never an integer. This
result extends theorems of Taeisinger (1915) and Kürschák (1918), and also
generalizes a result of Erdős (1932).

Keywords: Harmonic sums, arithmetical progression, greatest prime factor.

In 1915, Taeisinger proved that the harmonic number Hn := 1 + 1
2 + · · ·+ 1

n is
never an integer except for H1. The more general result that the sum of reciprocals
of consecutive terms, not necessarily starting with 1, is never an integer was proved
by Kürschák in 1918 [3, p.157]. In 1932, Erdős proved that the sum of reciprocals
of any integers in arithmetical progression is never a reciprocal and then an integer
[2]. Our purpose is to give some extensions of the cited results.

Let n be a positive integer and p be a prime number. We define the p-valuation
of n as the unique positive integer vp (n) satisfying n = u·pvp(n) with gcd (u, p) = 1.

Our idea relies on the fundamental inequality about the valuation of a sum of
two positive integers. Let n and m be integers. It is well known that vp (n + m) >

min {vp (n) , vp (m)}, with a remarkable implication that if vp (n) > vp (m) then
vp (n + m) = vp (m).

The following Theorem is the key assertion behind all the results of this paper.

Theorem 1.1. Let n1, n2, . . . , nk be positive integers. Assume that there exists a
prime P such that vP (njP

) is maximal (non zero) for a unique jP ∈ {1, 2, . . . , k}.
Then

1

n1
+

1

n2
+ · · · + 1

nk

29
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is never an integer.

In fact this result is well-known and simple consequence of elementary properties
of valuations (see [1]). However, for the convenience of the reader we give the proof
of this statement.

Proof. Let us suppose that N := 1
n1

+ 1
n2

+ · · · + 1
nk

is an integer. By setting
R := n1n2 · · ·nk/P v, where v = 1 +

∑

j 6=jP

vP (nj) , one has

RN −
∑

j 6=jP

R

nj
=

R

njP

.

Each term of the left hand side is an integer, while the right hand side is not. It is
contradiction, so the statement is proved. �

We get the following as a simple and immediate consequence.

Corollary 1.2. Let n1, n2, . . . , nk be positive integers. Assume that there exists a
prime P such that P | ni for some i, and P ∤ nj when j 6= i. Then

1

n1
+

1

n2
+ · · · + 1

nk

is never an integer.

The first main result of our paper is an extension of Taeisinger’s Theorem.

Theorem 1.3. Let n be an integer > 2 and α2, . . . , αn be positive integers. Then

1 +
1

2α2
+ · · · + 1

nαn

is never an integer.

Proof. Let P be the greatest prime number 6 n. By Bertrand’s postulate we have
n < 2P . Thus P is coprime to all k ∈ {1, 2, . . . , n} \ {P}. The theorem follows
then from Corollary 1.2. �

To study the case of an arithmetical progression, we give the following result
which is an immediate consequence of a theorem of Shorey and Tijdeman [4].

Theorem 1.4. Let a, d and k be positive integers, satisfying gcd (a, d) = 1, k > 2.

By setting ∆ =
k
∏

j=1

(a + (j − 1)d) and P := max
p|∆

p, the greatest prime factor of ∆,

then for d > 1, we have P > k.

Now we are able to establish an extension of Erdős theorem, then of Kürschák’s
Theorem.
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Theorem 1.5. Let a, d and k be positive integers satisfying k > 2, and a, a+d, a+
2d, . . . , a + (k − 1) d be an arithmetical progression. Then for all positive integers
α0, α1, . . . , αk−1 the rational number

1

aα0
+

1

(a + d)
α1

+ · · · + 1

(a + (k − 1) d)
αk−1

is never an integer.

Proof. Let δ := gcd(a, d). Consider the arithmetical progression (a′ + jd′), j =
0, . . . , k − 1, where a′ = a/δ and d′ = d/δ. For this progression, let P the prime
given by Theorem 1.4. If P ∤ δ, we conclude by using Corollary 1.2. Otherwise, we
have

1

aα0
+

1

(a + d)
α1

+ · · · + 1

(a + (k − 1)d)
αk−1

<
k

P
6 1.

�
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Abstract

The number L(a, b) = a−b

ln a−ln b
for a 6= b and L(a, a) = a, is said to

be the logarithmic mean of the positive numbers a, b. We shall say that
a sequence (an)∞

n=1
with positive terms is a logarithmic sequence if an =

L(an−1, an+1). In the present paper some basic estimations of the terms of
logarithmic sequences are investigated.

Keywords: logarithmic mean, power mean, logarithmic sequence.

MSC: Primary 11K31, Secondary 26E60.

1. Introduction

Let a, b be positive real numbers. The logarithmic mean of a, b is defined as
follows:

L(a, b) =
a − b

ln a − ln b
if a 6= b and L(a, a) = a

(see [5]).
The logarithmic sequence is defined in paper [2] by means of logarithmic mean

in the following way:

∗Supported by grants VEGA no. 1/4006/07, GAČR no. 201/07/0191.
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Definition 1.1. A sequence (an)∞n=1 of positive real numbers is called logarithmic
if

an = L(an−1, an+1) for each n > 2.

Moreover, in [2] the existence of logarithmic sequence is proved and even it is
shown that if a sequence (an)∞n=1 is logarithmic and a1 < a2 then a1 < a2 < · · · <
an < · · · . On the other hand, if a1 > a2 then a1 > a2 > · · · > an > · · · (see
[2], Theorem 2.1). Thus we see that the logarithmic sequence is either increasing
or decreasing if a1 6= a2. In the case a1 = a2 the logarithmic sequence (an)∞n=1 is
stationary and an = a1 (n = 1, 2, . . . ). In the present paper we will consider only
the logarithmic sequences (an)

∞
n=1 for which a1 6= a2.

The following theorem holds for logarithmic sequences.

Theorem 1.2. ([2; Th. 2.2., Th. 2.3.]) Let the sequence (an)
∞
n=1 be logarithmic

and a1 6= a2. Then the following implications hold.

(i) If a1 < a2 then
lim

n→∞
an = ∞.

(ii) If a1 > a2 then the series
∞
∑

n=1

an

converges.

Now we introduce the power mean of degree α ∈ R of two positive numbers a, b
as follows:

Mα(a, b) =

(

aα + bα

2

)
1
α

if α 6= 0 and M0(a, b) = lim
α→0

Mα(a, b).

It is well known that M0(a, b) =
√

a.b and Mα(a, b) is increasing with respect to α
(see [6]).

In paper [3] the following relation between L(a, b) and Mα(a, b) is proved for
arbitrary positive numbers a, b:

M0(a, b) ≦ L(a, b) ≦ M 1
3
(a, b), (1.1)

and the equality occurs if and only if a = b.
As Mα(a, b) is increasing with respect to α, from (1.1) we have

M0(a, b) ≦ L(a, b) ≦ Mα(a, b) (1.2)

for all a, b > 0 and α > 1
3 .

Thus, if the sequence (an)
∞
n=1 is logarithmic then (1.2) implies that for all n > 2

and α > 1
3 the inequality

√
an−1an+1 6 an 6

(

aα
n−1 + aα

n+1

2

)
1
α
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holds. Consequently we have for all n > 2 and α > 1
3

an+1

an
6

an

an−1
and aα

n − aα
n−1 6 aα

n+1 − aα
n. (1.3)

From (1.3) we obtain that in the case of increasing logarithmic sequence (an)
∞
n=1

for each n > 2 the inequalities

1 <
an+1

an
<

an

an−1
and 0 < an − an−1 < an+1 − an (1.4)

hold.
A natural question arises. What can be said about the asymptotic behaviour

of differences an+1 − an and fractions an+1

an
if (an)∞n=1 is an increasing logarithmic

sequence? More precisely, does it hold

lim
n→∞

(an+1 − an) = ∞ and lim
n→∞

an+1

an
= 1 ? (1.5)

In the first part of the present paper, among others, we give the answer to the
previous question. We will determine the lower bounds for terms an, differences
an+1 − an and fractions an+1

an
if (an)∞n=1 is a logarithmic sequence.

2. Estimates for differences and quotients of consec-

utive terms of a logarithmic sequence

Theorem 2.1. Let (an)
∞
n=1 be a logarithmic sequence. Then the following impli-

cations hold.

(i) If (an)
∞
n=1 is increasing then

an >

(

a2
α − a1

α

2

)
1
α

n
1
α (2.1)

for every α > 1
3 and n ∈ N.

(ii) If (an)
∞
n=1 is decreasing then

an <

(

a2
β − a1

β

2

)

1
β

n
1
β (2.2)

for every β < 0 and n ∈ N.

Proof. (i) Let (an)
∞
n=1 be an increasing logarithmic sequence. Then (1.3) implies

for α > 1
3

aα
n − aα

n−1 < aα
n+1 − aα

n for n > 2.
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Consequently, for every n > 2 we have

aα
2 − aα

1 < aα
n+1 − aα

n , i.e.

(aα
n + aα

2 − aα
1 )

1
α < an+1. (2.3)

Now we will show by induction the inequality

((n − 1)aα
2 − (n − 2)aα

1 )
1
α 6 an (2.4)

for every n > 2. For n = 2 evidently the equality takes place in (2.4). Suppose
that (2.4) holds for some n = k > 2. The we obtain

(kaα
2 − (k − 1)aα

1 )
1
α = ((k − 1)aα

2 − (k − 2)aα
1 + aα

2 − aα
1 )

1
α 6

6 (aα
k + aα

2 − aα
1 )

1
α .

Consequently, using (2.3) we obtain

(kaα
2 − (k − 1)aα

1 )
1
α 6 ak+1

proving (2.4) for every n > 2. Finally, for n > 2 we obtain

an > ((n − 1)(aα
2 − aα

1 ) + aα
1 )

1
α > (n − 1)

1
α (aα

2 − aα
1 )

1
α > n

1
α

(

aα
2 − aα

1

2

)
1
α

.

(ii) Let (an)
∞
n=1 be a decreasing logarithmic sequence. Then (1.2) and the fact

that Mα(a, b) is increasing with respect to α imply the inequality

(

aβ
n−1 + aβ

n+1

2

)
1
β

< an = L(an−1, an+1)

holding for every real β < 0. Consequently

aβ
n − aβ

n−1 < aβ
n+1 − aβ

n

holds for every n > 2. Especially,

aβ
n+1 − aβ

n > aβ
2 − aβ

1 , i.e.

an+1 <
(

aβ
n + aβ

2 − aβ
1

)
1
β

(2.5)

holds for every n > 2. Now we will show by induction the inequality

an ≦
(

(n − 1)aβ
2 − (n − 2)aβ

1

)
1
β

(2.6)
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for every n > 2. In the case n = 2 the equality takes place in (2.6). Suppose
that (2.6) holds for some n = k > 2. The we obtain

(

kaβ
2 − (k − 1)aβ

1

)
1
β

=
(

(k − 1)aβ
2 − (k − 2)aβ

1 + aβ
2 − aβ

1

)
1
β

>

>
(

aβ
k + aβ

2 − aβ
1

)
1
β

.

Applying (2.5) we obtain

(

kaβ
2 − (k − 1)aβ

1

)
1
β

> ak+1

proving (2.6) for every integer n > 2. Finally, for every n > 2 we have

an ≦
(

(n − 1)(aβ
2 − aβ

1 ) + aβ
1

)
1
β

<

<
(

aβ
2 − aβ

1

)
1
β 1

(n−1)
−

1
β

≦
(

aβ
2−aβ

1

2

)
1
β 1

n
−

1
β

.

�

Corollary 2.2. Let (an)
∞
n=1 be an increasing logarithmic sequence. Then for every

n > 2 the inequality

an >

(

3
√

a2 − 3
√

a1

2

)3

n3

holds.

Proof. Follows directly from Theorem 2.1 (i) for α = 1
3 . �

Corollary 2.3. If (an)
∞
n=1 is an increasing logarithmic sequence then the series

∞
∑

n=1

1

an

converges.

Proof. By Corollary 2.2 we have for every n > 2

an > c.n3 where c =

(

3
√

a2 − 3
√

a1

2

)3

.

Evidently the series
∞
∑

n=2

1
cn3 majorises the series

∞
∑

n=2

1
an

. Consequently the series

∞
∑

n=1

1
an

converges. �
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Corollary 2.4. Let (an)∞n=1 be a decreasing logarithmic sequence and let l > 0 be
a real number. Then the inequality

an < c1
1

n
1
l

, where c1 =

(

a−l
2 − a−l

1

2

)− 1
l

holds for every n > 2.

Proof. Follows from Theorem 2.1 (ii) for β = −l, l > 0. �

Corollary 2.5. If (an)
∞
n=1 is a decreasing logarithmic sequence then the series

∞
∑

n=1
an converges.

Theorem 2.6. Let (an)
∞
n=1 be an increasing logarithmic sequence. Then the in-

equality
an+1 − an > (

√
a2 −

√
a1)

2
(n + 1) (2.7)

holds for every n > 2.

Proof. We will proceed by induction. From (1.3) for α = 1
2 follows the inequality

√
an −√

an−1 <
√

an+1 −
√

an. (2.8)

For n = 2 we obtain from (2.8)

√
a3 −

√
a2 >

√
a2 −

√
a1

and

a3 − a2 > (
√

a2 −
√

a1)(
√

a3 +
√

a2) > 3(
√

a2 −
√

a1)(
√

a2 −
√

a1).

Suppose that (2.7) holds for some n = k > 2. Then from (2.8) for n = k +1 we
obtain √

ak+2 −
√

ak+1 >
√

ak+1 −
√

ak.

Moreover

ak+2 − ak+1 > (ak+1 − ak)

√
ak+2 +

√
ak+1√

ak+1 +
√

ak
=

= (ak+1 − ak) + (ak+1 − ak)

√
ak+2 −

√
ak√

ak+1 +
√

ak
=

= (ak+1 − ak) + (
√

ak+1 −
√

ak)(
√

ak+2 −
√

ak) >

> (ak+1 − ak) + (
√

ak+1 −
√

ak)
2
.

As (2.8) implies √
ak+1 −

√
ak >

√
a2 −

√
a1
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we have
ak+2 − ak+1 > ak+1 − ak + (

√
a2 −

√
a1)

2
.

Finally
ak+2 − ak+1 > (k + 2)(

√
a2 −

√
a1)

2
.

�

Theorem 2.7. Let (an)∞n=1 be a logarithmic sequence. Then lim
n→∞

an+1

an
exists and

the following implications hold.

1. If (an)∞n=1 is increasing then

lim
n→∞

an+1

an
= 1.

2. If (an)∞n=1 is decreasing then

lim
n→∞

an+1

an
= 0.

Proof. The sequence (an)
∞
n=1 is logarithmic, thus

an =
an+1 − an−1

ln an+1 − ln an−1
for n > 2.

Consequently
an

an−1
=

an+1

an−1
− 1

ln an+1

an−1

which is equivalent with

an

an−1
ln

an+1

an

an

an−1
=

an+1

an

an

an−1
− 1. (2.9)

The first relation in (1.3) implies that the sequence
(

an+1

an

)∞

n=1
is decreasing and

bounded from below. Consequently the limit lim
n→∞

an+1

an
exists and it is finite.

Denote x = lim
n→∞

an+1

an
.

If the sequence (an)∞n=1 is increasing then obviously x > 1. Taking limit in (2.9)
for n → ∞ we obtain

x lnx2 = x2 − 1 i.e. 2x lnx = x2 − 1.

The above inequality can not hold for x > 1 since for all real x ∈ (0, 1) ∪ (1,∞)
the inequality 2x lnx < x2 − 1 holds. Thus lim

n→∞

an+1

an
= 1.

If the sequence (an)
∞
n=1 is decreasing then obviously 0 6 x < 1. In the case

0 < x < 1 again we obtain 2x lnx = x2 − 1 what is impossible. Thus we have
lim

n→∞

an+1

an
= 0 in the case of a decreasing sequence (an)∞n=1. �
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Corollary 2.8. Let (an)∞n=1 be a logarithmic sequence. Then

lim
n→∞

an

qn
= 0

1. for every real q > 1 if (an)
∞
n=1 is increasing,

2. for every real q > 0 if (an)
∞
n=1 is decreasing.

Proof. 1. Consider the power series

∞
∑

n=1

anxn .

Then Theorem 2.7 implies that the radius of its convergence is R = 1. Thus for

every 0 < x < 1 the series
∞
∑

n=1

anxn converges. Consequently

lim
n→∞

anxn = 0.

Denoting q = 1
x we have q > 1 arbitrary and an

qn → 0 (n → ∞) holds.
2. If (an)∞n=1 is decreasing then Theorem 2.7 implies that the radius of convergence
R of the considered power series is infinity. Thus for every real x > 0 we have
lim

n→∞
anxn = 0. �

Corollary 2.9. If (an)
∞
n=1 is an increasing logarithmic sequence then the set

{

am

an
: m, n = 1, 2, . . .

}

is dense in (0,∞).

Proof. The proof follows from Theorem 2.7 and the following theorem: If for an
unbounded sequence (an)

∞
n=1 of positive real numbers

lim sup
n→∞

an+1

an
= 1

holds then the set
{

am

an
: m, n = 1, 2, . . .

}

is dense in (0,∞) (see Theorem 1.1 of

[1]). �

3. Comparison of terms of logarithmic sequence with

terms of other sequences

First we will show that the function L(x, b) is increasing in x > 0 with fixed
b > 0. This property of the function L(x, b) will be later used in the proof of
Theorem 3.3.
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Theorem 3.1. Let a, b, c,∈ R+. Then

L(c, b) 6 L(a, b) ⇔ c 6 a.

Proof. For 0 < x 6= b we have

L(x, b) = b
x
b − 1

ln x
b

.

Thus L(x, b) is increasing with respect to x if and only if the function

f(y) = b
y − 1

ln y

is increasing with respect to y (y 6= 1), i.e. df
dy > 0 for y > 0, y 6= 1. This is

equivalent to

g(y) =
1

y
+ ln y − 1 > 0

for each y > 0. Since dg
dy = 1

y − 1
y2 = y−1

y2 we obviously have dg
dy 6 0 for 0 < y < 1

and dg
dy > 0 for y > 1. Thus g(y) attains its minimum at y = 1, i.e. g(y) > g(1) = 0

for each y > 0. �

First we are going to compare the terms of a given logarithmic sequence with
terms of another logarithmic sequence.

Theorem 3.2. Let (an)∞n=1 and (bn)∞n=1 be such logarithmic sequences that a1 = b1

and a2 > b2. Then

an > bn and
an

an−1
>

bn

bn−1

hold for every n > 2.

Proof. We will proceed by induction. For n = 2 the statement obviously holds.
Assume that it holds for some n = k > 2, i.e.

ak > bk and
ak

ak−1
>

bk

bk−1
. (3.1)

Let us consider the terms ak+1, bk+1. Since both (an)
∞
n=1 and (bn)

∞
n=1 are loga-

rithmic sequences, we have

ak = L(ak−1, ak+1) and bk = L(bk−1, bk+1).

Consequently

ak

ak−1
= L

(

ak+1

ak−1
, 1

)

and
bk

bk−1
= L

(

bk+1

bk−1
, 1

)

. (3.2)
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We will use the notation

α1 =
ak

ak−1
, α2 =

ak+1

ak−1
, β1 =

bk

bk−1
and β2 =

bk+1

bk−1

in the rest of the proof. Then (3.2) implies

α1

β1
=

L(α2, 1)

L(β2, 1)
=

α2 − 1

β2 − 1
· lnβ2

lnα2
=

α
1
2
2 + 1

β
1
2
2 + 1

· α
1
2
2 − 1

β
1
2
2 − 1

· lnβ
1
2
2

ln α
1
2
2

=

=
α

1
2
2 + 1

β
1
2
2 + 1

· α
1
4
2 + 1

β
1
4
2 + 1

· α
1
4
2 − 1

β
1
4
2 − 1

· lnβ
1
4
2

lnα
1
4
2

= · · · =





n
∏

k=1

α
1

2k

2 + 1

β
1

2k

2 + 1



 · α
1

2n

2 − 1

β
1

2n

2 − 1
· lnβ

1
2n

2

lnα
1

2n

2

.

Taking into account that a+1
b+1 6 a

b holds in the case when a > b > 0, we obtain:

α1

β1
6

(

α2

β2

)

n
P

k=1

1

2k

·
L
(

α
1

2n

2 , 1
)

L
(

β
1

2n

2 , 1
) .

taking limit for n → ∞ we obtain α1

β1
6 α2

β2
as

lim
n→∞

L
(

a
1

2n , 1
)

= 1 where a > 0.

The inequality α1

β1
6 α2

β2
is equivalent with the inequality ak+1

ak
>

bk+1

bk
. Since ak > bk

using the induction assumption (3.1) we obtain ak+1 > bk+1 which completes the
proof.

�

The next theorem generalizes the previous one.

Theorem 3.3. Let (an)
∞
n=1 be a logarithmic sequence and let a sequence (bn)

∞
n=1

fulfils the following conditions

b1 = a1, b2 6 a2 and bn > L(bn−1, bn+1) for n > 2 (3.3)

Then for every positive integer n the inequality

an > bn

holds.

Proof. Let k > 0 be a given integer. Define the sequence (ak,n)∞n=1 as follows:

ak,1 = bk+1, ak,2 = bk+2 and ak,n = L(ak,n−1, ak,n+1) for n > 2. (3.4)

Thus the sequence (ak,n)
∞
n=1 is logarithmic for every k > 0.

We will show that
ak,n 6 ak+n and bk+3 6 ak,3 (3.5)
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holds for every integer k > 0 and positive integer n. We will proceed by induction
with respect to k.
For k = 0 from (3.3), (3.4) we have

a0,1 = b1 = a1, a0,2 = b2 6 a2.

The assumption that both sequences (an)
∞
n=1 and (a0,n)

∞
n=1 are logarithmic and

Theorem 3.2 imply that for every n ∈ N the inequality

a0,n 6 an

holds. On the other hand, (3.3) and (3.4) imply

L(b3, b1) 6 b2 = a0,2 = L(a0,3, a0,1) = L(a0,3, b1),

and consequently, using Theorem 3.1, we obtain

b3 6 a0,3.

Suppose that for some k = l > 0 inequalities (3.5) hold. In the case k = l + 1 we
obtain

al+1,1 = bl+2 = al,2 and al+1,2 = bl+3 6 al,3.

By use of Theorem 3.2 and induction assumption we obtain

al+1,n 6 al,n+1 6 al+1+n

for every n ∈ N. On the other hand, (3.3) and (3.4) imply

L(bl+4, bl+2) 6 bl+3 = al+1,2 = L(al+1,3, al+1,1).

As bl+2 = al+1,1, Theorem 3.1 implies

bl+4 6 al+1,3.

Thus we proved (3.5) by induction. Finally, from (3.5) we obtain

bk 6 ak−3,3 6 ak

for every k > 3. �

The proof of the following theorem is an application of the previous one.

Theorem 3.4. Let (an)
∞
n=1 be such a logarithmic sequence that a1 < a2. Then the

series
∞
∑

n=1

1
an

converges and

∞
∑

n=1

1

an
<

1

a1
+

1

a2
+

1

(
√

a2 −
√

a1)2
π2

6

holds.



44 P. Csiba, F. Filip, J.T. Tóth

Proof. Define the sequence (bn)∞n=1 by:

b1 = a1, b2 = a2 and bn = M 1
2
(bn−1, bn+1) for n > 2.

As
M 1

2
(bn−1, bn+1) > L(bn−1, bn+1),

we have bn > L(bn−1, bn+1). Thus the sequence (bn)∞n=1 fulfils the assumptions of
Theorem 3.2.
Consequently bn 6 an for every n ∈ N. Using ([2] Th.1.1) we have

bn =
(

(n − 1)
√

b2 − (n − 2)
√

b1

)2

,

i.e. for every n > 2

bn =
(

(n − 2)(
√

b2 −
√

b1) +
√

b2

)2

> (n − 2)2
(

√

b2 −
√

b1

)2

=

= (n − 2)2 (
√

a2 −
√

a1)
2

holds. Finally we obtain

∞
∑

n=1

1

an
6

∞
∑

n=1

1

bn
<

1

a1
+

1

a2
+

1

(
√

a2 −
√

a1)2
π2

6
.

�
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Abstract

In this paper we investigate the group rings RG satisfying the restricted
minimum condition.
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1. Results

Let R be an associative ring with unit element. R is said to satisfy the left
restricted minimum condition, if for each nontrivial ideal J of R the ring R/J is
left artinian. In this paper we consider the group rings with left restricted minimum
condition, in the case when RG itself is not left artinian.

We prove the following:

Theorem 1.1. Let G be a group with non-trivial center and let R be a commutative
ring with unit element. If the group ring RG satisfies the left restricted minimum
condition, then R is left artinian and either G is finite, or G is the infinite cyclic
group.

For group algebras the converse assertion is also true.

Theorem 1.2. Let G be a group with non-trivial center and let R be a field. The
group algebra RG satisfies the left restricted minimum condition if and only if either
G is finite, or G is the infinite cyclic group.

By A(RG) we mean the augmentation ideal of RG, that is the kernel of the ring
homomorphism φ : RG → R sending each group element to 1. It is easy to see that

47
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A(RG) is a free R-module in which the set of the elements g − 1 with 1 6= g ∈ G
form a basis. For a normal subgroup H of G we denote by I(H) the ideal of RG
generated by all elements of the form h− 1 with h ∈ H . As it is well-known, I(H)
is the kernel of the natural epimorphism φ : RG → R[G/H ] induced by the group
homomorphism φ of G onto G/H , furthermore

RG/I(H) ∼= R[G/H ], (1.1)

and I(G) = A(RG).
The commutator subgroup and the center of the group G will be denoted by

G′ and ζ(G), respectively.

2. Proof of Theorems

We need the following two statements.

Proposition 2.1 (Theorem 4.12 in [2]). If G is a group whose center has finite
index n, then G′ is finite and (G′)n = 1.

Proposition 2.2 (Theorem 4.33 in [2]). An infinite group has each non-trivial sub-
group of finite index if and only if it is infinite cyclic.

Proof of Theorem 1.1. It is well-known that the group ring RG is left artinian
if and only if R is left artinian and G is finite. Assume that RG satisfies the left
restricted minimum condition. According to (1.1) for every normal subgroup H the
factor group G/H is finite and from the isomorphism RG/A(RG) ∼= R it follows
that R is left artinian. Furthermore, RG/I(ζ(G)) is left artinian and therefore, by
(1.1), G/ζ(G) is finite. Then Proposition 2.1 guarantees that G′ is finite. If G′ 6= 1
then, by (1.1) G/G′ is finite, and so G is finite. On the other hand, if G is abelian
and infinite, then by (1.1) we have that every non-trivial subgroup of G has finite
index. But then Proposition 2.2 states that G is the infinite cyclic group and the
proof of the theorem is complete. �

Let R be an euclidean ring with the euclidean norm ϕ such that ϕ(ab) > ϕ(a)
for all a 6= 0, b 6= 0 (a, b ∈ R.) Then R is a principal ideal ring. Let I = (r)
and J = (s) be the ideals of R generated by the element r and s respectively, and
assume that I ⊇ J . Then s = rt for a suitable t ∈ R, and ϕ(s) = ϕ(rt) > ϕ(r). It
is easy to see that ϕ(e) = 1 if and only if e is an unit in R and that I = J if and
only if ϕ(r) = ϕ(s).

Let J = (s) be an arbitrary ideal of an euclidean ring R and let

R ⊇ J1 ⊇ J2 ⊇ . . . ⊇ Jn ⊇ . . . ⊇
∞
⋂

i=1

J i = Jω (2.1)

a sequence of ideals, where R = R/J and ω the first limit ordinal. Denote by Jk

the inverse image of Jk in R (k = 1, 2, . . . or k = ω). Then Jk’s are principal ideals
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and, in view of (2.1) we have that

R ⊇ J1 ⊇ J2 ⊇ . . . ⊇ Jn ⊇ . . . ⊇ Jω ⊇ J = (s). (2.2)

Suppose that Jk = (sk). Since Jk ⊇ J = (s), so ϕ(s) > ϕ(sk) for all k (k = 1, 2, . . .
and k = ω) But ϕ(s) and ϕ(sk) are non-negative integers, therefore there exists
a natural number n such that ϕ(sn) = ϕ(sn+1) = . . . = ϕ(s). Thus the sequence
(2.2) has finite length and consequently, the sequence (2.1) is finite, too. It follows
that for each ideal J of R the ring R/J is artinian, and we have

Lemma 2.3. Euclidean rings satisfy the restricted minimum condition.

It was prowed in [1] that the group algebra of the infinite cyclic group over a
field is an euclidean ring. Hence, Theorem 1.2 is a direct consequence of Lemma 2.3
and Theorem 1.1.
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Abstract

GB-spline curves can be considered as the generalization of B-spline curve
incorporating a shape parameter into the polynomial basis functions. The
geometric effect of the alteration of the shape parameter is discussed in this
paper, including constrained shape control of the curve.

Keywords: GB-spline curves, shape parameter, paths, shape control, con-
strained modification
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1. Introduction

Although B-spline curve still plays central role in computer aided geometric
design, the recently developed generalizations of this curve are also in the forefront
of research. The well-known result of this attempt is the NURBS curve (c.f. [9]),
but this curve has rational coefficient functions, yielding computational stability
problems. Some recently developed methods tried to incorporate shape parameters
into the original, polynomial basis functions. One of the earliest methods in this
way is β-spline curve with two global parameters ([1, 2]). Further methods have
been provided by direct generalization of B-spline curves as αB-splines in [8] and
[10] and recently as GB-splines in [3]. Some alternative spline curves with shape
parameters can be found in [4, 5, 6].

∗Research supported by the Hungarian National Scientific Fund (OTKA No. T048523) and
the National Office of Research and Technology (Project CHN-37/2005).
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In this paper we examine the GB-spline curves. At first we study the effect of
the shape parameter on the points of the curve, extending the method we applied
for trigonometric CB-spline curves in [7]. In Section 2 we study the paths obtained
by altering the shape parameter of the curve, and prove that points of the curve
move along straight line segments. Applying this fact in Section 5 linear blending
is used for constrained shape control, where the shape parameter is modified in a
way that the new GB-spline curve passes through a given point.

2. GB-spline curve and its λ-paths

In [3] the GB-spline curve as a generalization of the classical uniform cubic B-
spline curve with shape parameter has been introduced. The definition of an arc
of a GB-spline curve with shape parameter λ is as follows.

Definition 2.1. Given a sequence of control points Pi, (i = 0, . . . , 3) the arc of the
GB-spline curve is

C(λ, t) =

3
∑

i=0

Pibi(λ, t), λ ∈ [−8,∞), t ∈ [0, 1], (2.1)

where the GB-spline basic functions are

b0(λ, t) =
2

12 + λ
(1 − t)3

b1(λ, t) =
1

12 + λ

(

2 (3 + λ) t3 − 3 (4 + λ) t2 + 8 + λ
)

(2.2)

b2(λ, t) =
1

12 + λ

(

−2 (3 + λ) t3 + 3 (2 + λ) t2 + 6t + 2
)

b3(λ, t) =
2

12 + λ
t3.

This arc can simply be extended to a multi-arc non-uniform cubic GB-spline curve
in a usual way, using four consecutive control points and applying the substitution

t =
u − ui

ui+1 − ui

at each arc, where u ∈ [ui, ui+1). Since the shape parameter has the same effect
on each arc, we will focus on the single arc (2.1) in this paper.

Now we consider the paths P (λ, t0) of the point C(t0) of the curve as the
parameter λ has been changed. Note, that in these paths λ is the running parameter
and t is the family parameter. Throughout this paper these paths are called λ-
paths.

Theorem 2.2. The limit points of the λ-paths P (λ, t0) at λ → ∞ are fixed points
of the control leg P1P2 and have symmetrical positions for the midpoint of the leg.
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Figure 1: GB-spline curve and its λ-paths

Proof. By simple calculation

lim
λ→∞

b0(λ, t) = lim
λ→∞

b3(λ, t) = 0

lim
λ→∞

b1(λ, t) = 2t3 − 3t2 + 1

lim
λ→∞

b2(λ, t) = −2t3 + 3t2.

Denoting the latter limits by b1(∞, t) and b2(∞, t), and observing, that b2(∞, t) =
1 − b1(∞, t) it is obvious, that the limit points of the paths are

lim
λ→∞

P (λ, t) = L(t) = b1(∞, t)P1 + (1 − b1(∞, t))P2 (2.3)

while at t = 0.5 we obtain 0.5P1 + 0.5P2 and this completes the proof. �

Theorem 2.3. The λ-paths are straight line segments.

Proof. We prove that for any fixed t ∈ [0, 1] the points of the path P (λ, t) can be
described as barycentric combination of the two endpoints P (−8, t) and P (∞, t) =
limλ→∞ P (λ, t). The blending functions at P (−8, t) are

b0(−8, t) =
1

2
(1 − t)3

b1(−8, t) =
−5

2
t3 + 3t2

b2(−8, t) =
1

2
(5t3 − 9t2 + 3t + 1)
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b3(−8, t) =
1

2
t3.

We can observe that
b0(λ, t)

b0(−8, t)
=

b3(λ, t)

b3(−8, t)
=

4

12 + λ
(2.4)

and denoting this quotiens by q(λ), after some calculation we obtain that

b1(λ, t) = q(λ)b1(−8, t) + (1 − q(λ)) b1(∞, t)

b2(λ, t) = q(λ)b2(−8, t) + (1 − q(λ)) b2(∞, t),

thus finally for any point of the path we get

P (λ, t) = q(λ)P (−8, t) + (1 − q(λ)) P (∞, t) (2.5)

and this was to be proved. �

Theorem 2.4. Considering the symmetric λ-paths P (λ, t0) and P (λ, 1− t0), these
lines may intersect each other. These intersection points are on the path of the point
associated to the parameter value t = 1/2, that is at the line P (λ, 1/2), if the lines
P0P3 and P1P2 are parallel (see Fig. 2).

Figure 2: Symmetric paths intersect each other at a path associ-
ated to t = 1/2
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Proof. It is easy to prove that the shape of a GB-spline curve is independent of
the choice of coordinates, i.e. (2.2) satisfies the following two equations:

C(λ, t, P0∗T +r, P1∗T +r, P2∗T +r, P3∗T +r) ≡ C(λ, t, P0, P1, P2, P3)∗T +r (2.6)

where r is an arbitrary vector, and T is an arbitrary 3 × 3 matrix. From above
we know that the GB-spline curve, the symmetric lines and the midpoint of the
segments are all preserved by an affine transformation, so we can prove the result
in a special case using the coordinate system given in Fig. 2.

For arbitrary parameter t, let the symmetric paths P (λ, t0) and P (λ, 1 − t0)
intersect the control leg P1P2 and the curve C(−8, t) at the point A, B, C, D re-
spectively, and the middle path corresponding to t = 0.5 is on the line segment EF
with E, F are midpoints of P0P3 and P1P2 respectively. Then using the definition
of GB-spline curve, the coordinates of these points can be computed as follows:

A = ((3t2 − 2t3)a, 1)

B = 1/2((5t3 − 9t2 + 3t + 1)a + t3, 1 + 3t − 3t2)

C = ((1 − 3t2 + 2t3)a, 1)

D = 1/2((6t2 − 5t3)a + (1 − t)3, 1 + 3t− 3t2)

E = (a/2, 1)

F = (7/16a + 1/16, 7/8)

Thus we obtain the coordinates of intersection point J of the line AB and CD:

J =









(3t4 − 6t3 − 2t2 + 3t + 1)a2 + (−3t4 + 6t3 − 3t2)a

(9t2 − 9t − 3)a + t2 + 1
,

(6t4 − 12t3 − 4t2 + 10t + 2)a + (−t2 + t − 1)

(9t2 − 9t − 3)a + t2 + 1









. (2.7)

To prove that the symmetric paths intersect each other at the path of the point
associated to the parameter value t = 0.5, we can prove that the point J is on the
line segment EF . The reciprocal of slope of EF is

1

kEF
=

a − 1

2
(2.8)

Connecting the points EJ , the reciprocal of slope of EJ is a−1
2 too. So the point

J is located on the line EF (or located on its extending part). That completes the
proof. �

3. Passing through a given point

For practical applications, we would like to find a GB-spline curve passing
through a given point among the family curves with the same control polygon. Of
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course, the given point should be in a constrained region filled by the family of
curves with running parameter λ. For λ > 0 this region is bounded by the B-spline
curve, the control leg P1P2 and the paths when λ = 0, 1 (See Fig. 3.a). If we let
λ > −8 then the shape of the constrained region is a bit more complex. For a
convex polygon, the region includes two parts in general. There is only one curve
passing through a given point in one region, while there are two curves passing
through a given point in another. Definitely, for every point in this region, we can
find no less than one curve passing through it. By the property of the given convex
control polygon Pi, i = 0, . . . , 3, we can give the shape of the constrained region:

1) If two legs P0P1, P2P3 contend outside, the region H ⊕ G is circled by leg
P1P2, paths when λ = 0, 1 and the curve when λ = −8 as shown in Fig. 3. b.

2) When control polygon is a parallelogram, this region H⊕G is a triangle (See
Fig. 3. c).

3) Otherwise this region is circled by leg P1P2, paths when λ = 0, 1 and the
curve when λ = −8 as shown in Fig. 3. d.

Figure 3: Different cases of constrained region for shape control.
At each point in region H exactly one curve passes through, while

in region G there are two solutions for each point.

Then for every point P in this region, we should find two parameter values
λ0 and t0 for which C(λ0, t0) = P . As we have mentioned before, when λ < 0,
the GB-spline curve is “below” the standard B-spline curve and in this case the
variation diminishing property does not necessarily fulfilled. Thus in the following
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we restrict ourselves for the case λ > 0, however the described method works for
λ < 0 as well.

Figure 4: Given three points in the constrained region (λ > 0) the
shape parameter is modified in a way that the curves pass through

at the given points

We know that GB-spline paths are all lines, so we can find the value of t0 by
the following dichotomy method.

Let first = 0, last = 1:
a) Let t∗ = (first + last)/2 and compute two endpoints C(0, t∗) and C(∞, t∗)

of path line C(λ, t∗).
b) If P is just on the path line C(∞, t∗) within an allowed error, we get t0 = t∗.

The algorithm ends.
c) Otherwise we let last = t∗ (when P and b0 are on the same side of path line)

or first = t∗ (when P and b3 are on the same side of path line). Then we return
to step a).

After obtaining the value of t0, we can get the value of λ0 by the following
calculation. From (2.5) one can get

P (λ0, t0) = q(λ0)P (−8, t0) + (1 − q(λ0))P (∞, t0)

which yields

q(λ0) =
P − P (∞, t0)

P (−8, t0) − P (∞, t0)

for each coordinates of the points P, P (∞, t0) and P (−8, t0). Choosing for example
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the x coordinates of these points, one can find

λ0 =
4(P (−8, t0) − Px(∞, t0))

Px − Px(∞, t0)
− 12.

By the above algorithm the curve C(λ0, t) passes through the given point P at
the parameter value t0 (Fig. 4).

4. Conclusion and further research

GB-spline curves has been studied in the paper with special emphasis on the
numerical and geometrical effects of the alteration of its shape parameter λ. The
curve has also been described in a linear blending way, where a cubic blending
function was used to combine the classical B-spline curve and its control polygon
leg. This approach may worth for further examination to study other curves with
shape parameters as linear blending curves to give an overall view and comparison
of these curve types.
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Abstract

In this article we present the cryptography of the food safety tracking sys-
tem of the Regional Knowledge Center (EGERFOOD), which can be found
in Eger, Hungary at the Eszterházy Károly College. We analyzed its require-
ments for the underlying information system. To build a user friendly system,
which serves quickly and cost effectively the costumers, the providers, and
the effected authorities by information, is a complex task. Furthermore, the
system has to fulfill the strict requirements which one put up for data-safety
and -encryption in case of a tracking system. We considered also these ones
by setting up the EGERFOOD information model.

Keywords: food safety, tracking, information systems, cryptography, AES-
128, RSA, .NET, framework

MSC: 94A60, 68P30, 68N15, 68P25

1. Introduction

In the focus of the research-service activities nowadays stays the environment
protection and the food analytical research, from which the most attractive (from
viewpoint of R+D, economy, and society) works deal with the food analytical and
food safety.

We have understood this at the Eszterházy Károly College and we have decided
to setup a food safety and analytical monitoring center.

∗Research supported by the Hungarian National Foundation for Scientific Research Grant. No.
T 048945 MAT.
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Before that in Hungary there were only segregated attempts to boost the
safety some well-known products. However, these detached examinations could
not achieve a new quality. There was no new quality- or safety-parameter intro-
duction. However, there were some results but these ones were not yet integrated
in a coherent and comprehensive food tracking system. In Hungary there is so far
only one food tracking system, which is for red pepper. There was not nearly any
attempt to adapt this system for other products.

Our goal regarding informatics: Building a system, which sits the costumer in
the center, and which is able to process and send food safety information (firstly) to
the costumers and (secondly) to the food producers and to the effected authorities
in a fast, cost effective, and reliable way.

The information technology is a really important tool in every aspects of the
project. From the communication that exists between the collaborating partners,
through the food tracking system, to the food safety communication with the cus-
tomers. There will be tasks for both the device developers (for example for solving
the signal transferring problems) and the software developers (for example the
internet based framework of the food tracking system).

Tasks of information technology are: Create and support continuously the web
system, which operates the inner communication of the project. Its goal is to ensure
the information-flow between those who work in the project.

Determine the structure of the food tracking database and create the hardware
and software sides of the data transmission system. The backbone of the informatics
system is the database of the food tracking system. We analyzed the collected
data and requirements, and by that, we created the data model of the information
system. [8]

We keep the connection with the customers through WAP and Internet. In-
stall the data-collector hardware devices at the involved food provider companies.
We connect the new gauging devices - which are in experimental stage - into the
communication network of the project.

2. The construction of the information system

Now the system follows the lifecycle of 1-1 product of 6 companies and connects
the results of the laboratory of the knowledgecenter into the system. These are the
data sources. The main aims can be seen in Figure 1.

The side of outgoing data is layered. The public competence level can be reached
through the internet or WAP. It is used to give information about the production
and the origin of the product using an identification code. The protected compe-
tence level gives information to the participants of the project, whose ring is much
narrower than the data of the public competence level. These data are useable
in research and in the development of the production of the product. The inner
competence level shows the companies’ exclusive, inner used data. These data can
be used by an ERP system.

Now let us see the construction of the system. So called bufferservers are
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Figure 1: Information forwarding

installed in every outer company and in research laboratory. Their tasks are the
followings:

• store the members’ data that belongs to the Egerfood project (e.g. corpus,
meaning results, etc.)

• decode the incoming data

• process and store the incoming data

• encrypt the data and send it to the central data storehouse (through VPN
connection)

• store backup copies.

Figure 2: The informatical system
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When we developed the information system of the project, the insurance of the
suitable data security got a stressed function. For this reason, a three-storied
encryption system came to development. In this way, starting from the creation
of the data, every data is encoded by the algorithm AES-128. [1] (We shall detail
the selection later.) When we send data we use the most modern method used
in software technology, called Windows Communication Foundation, which makes
encrypted communication. [4] The network data communication happens through
a VPN network, so we can exploit the encryption provided by the VPN routers.

The base of the software system is the database developed by the researchers
of this project, which make it possible that we can easily integrate any product of
any company into the system.

Figure 3: Puffer server

We made a program, called working process graph maker and analyser program,
which output is a mass of data which generate the user surface of the clientprogram
automatically. As a result of it, later enlarging can be done faster and smoothly,
and the maintenance can perform with universal methods.

3. About the Encryption

Public networks such as the Internet do not provide a means of secure communi-
cation between entities. Communication over such networks is susceptible to being
read or even modified by unauthorized third parties. In addition to file encryption
and encryption on a local disk, cryptography helps you to create a secure means
of communication over (otherwise insecure) channels, providing data integrity and
authentication.
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3.1. Possibility of the developer environment, the Microsoft’s
.NET 3.0

Cryptographic primi-

tive

Use

a. Secret-key encryption
(symmetric cryptography)

Performs a transformation on data, keeping the
data from being read by third parties. This type
of encryption uses a single shared, secret key to
encrypt and decrypt data.

b. Public-key encryp-
tion (asymmetric cryptog-
raphy)

Performs a transformation on data, keeping the
data from being read by third parties. This type
of encryption uses a public/private key pair to
encrypt and decrypt data.

c. Cryptographic signing Helps verify that data originates from a spe-
cific party by creating a digital signature that
is unique to that party. This process also uses
hash functions.

d. Cryptographic hashes Maps data from any length to a fixed-length
byte sequence. Hashes are statistically unique;
a different two-byte sequence will not hash to
the same value.

a. Symmetric cryptography

DESCryptoServiceProvider This algorithm supports a key length of 64 bits.
RC2CryptoServiceProvider The RC2CryptoServiceProvider implementation
supports key lengths from 40 bits to 128 bits in increments of 8 bits.
RijndaelManaged This algorithm supports key lengths of 128, 192, or 256
bits.
TripleDESCryptoServiceProvider This algorithm supports key lengths from
128 bits to 192 bits in increments of 64 bits.

b. Asymmetric cryptography

DSACryptoServiceProvider You can use the DSACryptoServiceProvider class
to create digital signatures and protect the integrity of your data. To use a
public-key system to digitally sign a message, the sender first applies a hash
function to the message to create a message digest. This algorithm supports
key lengths from 512 bits to 1024 bits in increments of 64 bits.
RSACryptoServiceProvider This is the default implementation of RSA. The
RSACryptoServiceProvider supports key lengths from 384 bits to 16384 bits
in increments of 8 bits if you have the Microsoft Enhanced Cryptographic
Provider installed. It supports key lengths from 384 bits to 512 bits in in-
crements of 8 bits if you have the Microsoft Base Cryptographic Provider
installed.
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4. Why did we choose the AES?

We paid our attention the Advanced Encryption Standard (AES) announced in
2001 published by Joan Daemen and Vincent Rijmen [1] and the other was RSA
published in 1976 by Ron Rivest, Adi Shamir and Leonard Adleman at MIT.

The AES algorithm is a symmetric block cipher that can encrypt and decrypt
information. The AES algorithm is capable of using cryptographic keys of 128,
192 and 256 bits to encrypt and decrypt in blocks of 128 bits. Usually an im-
plementation of AES algorithm supports least one of the three key lengths. The
algorithm specified in this standard has been implemented in different languages.
In bibliographies there are lots of suggestions on how to efficiently implement the
AES algorithms on a variety of platforms. We have a 32 bit system so we chose the
AES-128 version to try. In this paper we don’t want to detail the whole process,
but we mention the main steps. When we use the AES standard we follow the
following main steps.

1. A non-linear substitution step where each byte is replaced with another ac-
cording to a given table (SubBytes).

2. A transposition step where each row of the state is shifted cyclically a certain
number of steps (ShiftRows).

3. A mixing operation which operates on the columns of the state, combining
the four bytes in each column (MixColumns).

4. Each byte of the state is combined with the round key, each round key is
derived from the cipher key using a key schedule (AddRoundKey).

These points are completed with an Initial Round and a Final Round, where we
use the previous steps with slightly modification. In our case we repeat the rounds
ten times (one of them is the Final Round).

The RSA cryptosystem is based on two mathematical problems, the problem
of factoring large numbers and discrete logarithm problem. It is known that RSA
is much slower than DES and other symmetric cryptosystem, but we investigated
this fact in our case.

We analysed our choice with a program. [5] We wanted to know how long does
it take to encrypt files with different size in one hand with the algorithm AES, on
the other hand with algorithm RSA. Both of the algorithms are implemented in
the system of framework 2.0 and 3.0. the surface of the test program is easy to
use.

On this picture can be seen that after a file is selected the program execute
three times both the AES and RSA encryptions, and measures the passed time.
[7] Than calculates the arithmetic mean of it. The measured results can be saved
into a file with one only click. A size of the file and the averaged times belongs to
it.[2][3] This program was used in computer with following configuration:
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Figure 4: The test program

Intel i915G; Pentium4 530 (3GHz, 1Mb L2 cache, 800MHz FSB) processzor;
512Mb (2x256Mb) 400MHz dual channel DDR RAM; 160Gb SATA HDD, MS
Windows XP Home operation system.

We got this table as a result of measure. The items are represented in a diagram.
[8] It can be seen very well that the curve belongs to the RSA stays above the curve
belongs to the AES during the time of measuring. It can be clearly seen that the
algorithm RSA needs more time to encrypt the same sized file.

The results got approached with a power function. Let f be a function which
shows how many time need to encrypt a file the function of file size in the case of
algorithm RSA. Let g be a function which shows how many time need to encrypt
the function of file size in the case of algorithm AES. We get

f(x) = 1, 340686 · 10−10 · x2,003325

g(x) = 1, 518159 · 10−10 · x1,975274

We got the result that we expected beforehand so that the symmetrical key al-
gorithm AES is more efficient in our case and with the growth of the size of the
encrypted file is more conspicuous. We found substantial differences so we gave up
applying RSA in our system because the quickness is very important point of view
of the companies. We remark that we had chance to chose the key in AES-128 but
we left this for the implemented program. Our data can be seen in following table
and figures:
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Size (byte) AES (sec) RSA (sec)
116362 2,01 2,307
136356 2,125 2,244
156352 2,229 3,322
176346 3,208 4,302
196342 4 5,265
216336 5,223 6,52
236332 6,255 7,229
256326 7,104 9,14
276320 8,317 10,244
296316 9,234 12
316328 11,328 14,307
326444 12,26 15,276
326444 12,62 15,156
345474 13,71 17,584
365470 15,32 18,834
405460 18,312 23,297
445450 22,148 28,1

Table 1: Measured data

Figure 5: Measured data on the graph
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Figure 6: The interpolated curves
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Abstract

In this note we deal with the zeros of polynomials defined recursively,
where the coefficients of these polynomials are the terms of a given second
order linear recursive sequence of integers. Some results on the Fibonacci-
coefficient polynomials obtained by D. Garth, D. Mills and P. Mitchell will
be generalized.
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1. Introduction

Let R0 = 0, R1 = 1, A and B be fixed positive integers and let Rn denote the
nth term of the second order linear recursive sequence

R = {Rn}∞n=0,

where for n > 2
Rn = ARn−1 + BRn−2. (1.1)

According to the known Binet-form, for n > 0

Rn =
αn − βn

α − β
,

where α and β are the zeros of the characteristic polynomial x2 − Ax − B of the
sequence R. We can suppose that α > 0 and β < 0.

∗Research has been supported by the Hungarian OTKA Foundation No. T048945.

71



72 F. Mátyás

In the special case A = B = 1 we can get the Fibonacci-sequence, that is, with
the usual notation

F0 = 0, F1 = 1, Fn = Fn−1 + Fn−2 (n > 2).

We can similarly define the most known second order linear recursive sequences
of polynomials, such as the Chebishev-polynomials

{Un(x)}∞n=0

of the second kind and the Fibonacci-polynomials

{Fn(x)}∞n=0,

where

U0(x) = 0, U1(x) = 1, Un(x) = 2xUn−1(x) − Un−2(x) (n > 2)

and

F0(x) = 0, F1(x) = 1, Fn(x) = xFn−1(x) + Fn−2(x) (n > 2). (1.2)

It is well-known that for n > 2, Un(z) = 0 if and only if z = cos kπ
n for k =

1, 2, . . . , n − 1 and so z ∈ R and |z| < 1, while for n > 2 Fn(z′) = 0 if and only
if z′ = 2i cos kπ

n for k = 1, 2, . . . , n − 1 and so z′s are purely imaginary complex
numbers except 0 if n is even, and |z′| < 2.

According to D. Garth, D. Mills and P. Mitchell [1] the definition of the Fibo-
nacci-coefficient polynomial pn(x) is the following:

pn(x) =
n
∑

k=0

Fk+1x
n−k = F1x

n + F2x
n−1 + · · · + Fnx + Fn+1. (1.3)

It is worth mentioning that (1.3) is not a suitable (linear) transformation of (1.2).

The aim of this paper is to investigate the zeros of the polynomials qn(x), where

qn(x) =

n
∑

k=0

Rk+1x
n−k = R1x

n + R2x
n−1 + · · · + Rnx + Rn+1, (1.4)

that is, our results concern to a family of the linear recursive sequences of second
order instead of the only one Fibonacci-sequence.

Naturally, with the notation

q⋆
n(x) = xnqn(1/x) = R1 + R2x + R3x

2 + · · · + Rn+1x
n (1.5)

we can find information on the zeros of the polynomials q⋆
n(x).
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2. Preliminary and known results

At first we mention that the polynomials qn(x) can easily be rewritten in a
recursive manner. That is, if q0(x) = 1 then for n > 1

qn(x) = xqn−1(x) + Rn+1.

Lemma 2.1. Let for n > 1, gn(x) = (x2 − Ax − B)qn(x). Then

gn(x) = xn+2 − Rn+2x − BRn+1. (2.1)

Proof. Using (1.4) we get q1(x) = R1x + R2 and by (1.1) g1(x) = (x2 − Ax −
B)q1(x) = (x2 − Ax − B)(R1x + R2) = · · · = x3 − R3x − BR2. Continuing the
proof with induction on n, we suppose that the statement is true for n− 1 and we
prove it for n. Applying (1.4) and (1.1), after some numerical calculations one can
get that

gn(x) = (x2 −Ax−B)qn(x) = (x2 −Ax−B)(R1x
n +R2x

n−1 + · · ·+Rnx+Rn+1)

= · · · = xn+2 − Rn+2x − BRn+1.

�

Lemma 2.2 (Theorem of S. Kakeya [3]). If every coefficients of the polynomial
f(x) = a0+a1x+· · ·+anxn are positive numbers and the roots of equation f(x) = 0
are denoted by z1, z2, . . . , zn, then

γ 6 |zi| 6 δ

holds for every 1 6 i 6 n, where γ is the minimal, while δ is the maximal value in
the sequence

a0

a1
,
a1

a2
, . . . ,

an−1

an
.

The following lemma can be found in [2].

Lemma 2.3. Let us consider the sequence R defined by (1.1). The increasing order
of the elements of the set

{

Ri+1

Ri
: 1 6 i 6 n

}

is
R2

R1
,
R4

R3
,
R6

R5
, . . . ,

R7

R6
,
R5

R4
,
R3

R2
.
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3. Results and proofs

At first we deal with the number of the real zeros of the polynomials qn(x)
defined in (1.4).

Theorem 3.1. a) If n > 2 and even, then the polynomial qn(x) has not any real
zero, that is, every zeros are non-real complex numbers.

b) If n > 3 and odd, then the polynomial qn(x) has only one real zero and this
is negative. That is, every but one zeros are non-real complex numbers.

Proof. Because of the definition (1.1) of the sequence R the coefficients of the
polynomials qn(x) are positive ones, thus positive real root of the equation qn(x) =
0 does not exist. That is, it is enough to deal with only the existence of negative
roots of the equation qn(x) = 0.

a) Since n is even, by (2.1), the coefficients of the polynomial gn(−x) =
(−x)n+2 − Rn+2(−x) − BRn+1 = xn+2 + Rn+2x − BRn+1 have only one change
of sign, thus according to the Descartes’ rule of signs, the polynomial gn(x) has
exactly one negative real zero. But gn(x) = (x2 − Ax − B)qn(x) implies that
gn(β) = 0, where β < 0, and so the polynomial qn(x) can not have any negative
real zero.

b) Since n > 3 is odd, thus the existence of at least one negative real zero is
obvious. We have only to prove that exactly one negative real zero exists. The
polynomial

gn(−x) = (−x)n+2 − Rn+2(−x) − BRn+1 = −xn+2 + Rn+2x − BRn+1

shows that among its coefficients there are two changes of signs, thus according
to the Descartes’ rule of signs, the polynomial gn(x) has either two negative real
zeros or no one. But gn(x) = (x2 −Ax−B)qn(x) implies that for β < 0 gn(β) = 0.
Although, gn(α) = 0 also holds, but α > 0. That is, an other negative real zero of
gn(x) must exist. Because of gn(x) = (x2 − Ax − B)qn(x) this zero must be the
zero of the polynomial qn(x).

This terminated the proof of the theorem. �

In this part of the paper we deal with the localization of the zeros of the poly-
nomials qn(x) defined in (1.4).

Theorem 3.2. Let z ∈ C denote an arbitrary zero of the polynomial qn(x). For
n > 1

A 6 |z| 6 A +
B

A
,

where A and B are positive integers from (1.1).

Proof. To apply Lemma 2.2 for the polynomial qn(x) we have to determine the
minimal and maximal values in the sequence

Rn+1

Rn
,

Rn

Rn−1
, . . . ,

R2

R1
.
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According to Lemma 2.3, these are R2

R1
and R3

R2
, respectively. But by (1.1), R2

R1
= A

and R3

R2
= A2+B

A = A + B
A , which match the statement of the theorem. �

Remarks. 1) If n > 3 and is odd then for the only one negative real zero zn of
the polynomial qn(x)

−A − B

A
6 zn 6 −A. (3.1)

2) If we know the exact value of A and B then the estimation in (3.1) can be
improved. E.g. in the case of the Fibonacci-sequence (A = B = 1) (see in [1])

−2 < −1 +
√

5

2
< zn 6 −1.

3) For arbitrary zero z⋆ of the polynomial q⋆
n(x) (1.5)

1

A + B
A

6 |z⋆| 6
1

A

holds.
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Abstract

We descibe an alternative procedure for solving automatically simultane-
ous Pell equations with relatively small coefficients. The word “automatically”
means to indicate that the algorithm can be implemented in Magma. Nu-
merous famous examples are verified and a new theorem is proved by running
simply the corresponding Magma procedure requires only the six coefficients
of the system

a1x
2 + b1y

2 = c1,

a2x
2 + b2z

2 = c2.

Keywords: Simultaneous Pell equations, to compute all solutions, Thue equa-
tions

MSC: 11D09, 11D25, 11Y50

1. Introduction

In this paper an alternative method is presented for solving the simultaneous
Pell equations

a1x
2 + b1y

2 = c1, (1.1)

a2x
2 + b2z

2 = c2, (1.2)

in non-negative integers x, y and z, where the coefficients are given integers satis-
fying the natural conditions

a1b1 < 0, a2b2 < 0, c1c2 6= 0, a1c2 − a2c1 6= 0.
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The algorithm depends on the combination of (1.1) and (1.2), which leads to Thue
equations of degree four can be solved, for example, by the computer package
magma. Further, if (1.2) is replaced by

a2x
2 + b2z

2 = c2y
2, (1.3)

then the method still works. Unfortunately, the number and the coefficients of
the Thue equations need to be solved may increase if ai, bi, ci (i = 1, 2) are getting
larger. Nevertheless, applying the new idea, the classical examples have been hand-
led before by different methods were verified in a short time (see Appendix). One
of the examples gives a new result by showing that there is no Lucas balancing
number.

The first paper concerning simultaneous Pell equations is due to Boutin and
Teilhet [8]. In 1904, they proved the unsolvability (in positive integers α, β, γ) of
the system 6β2 + 1 = α2, γ2 − 3β2 = 1. In Appendix there are given some more
papers from the early period. Ljunggren [20] has a remarkable result from the first
part of the twentieth century. Using the properties of the units of quadratic fields,
he showed that the equations x2−Dy2 = 1 and y2−D1z

2 = 1 with fixed D and D1

have only finitely many solutions, and he was able to solve the case D = 2, D1 = 3.
Generally, the finiteness of the number of solutions of (1.1), (1.2) (or (1.1), (1.3)
or (1.4), (1.5)) follows from the works of Thue [27] or Siegel [26].

In 1969, Baker and Davenport discovered that the theory of linear forms in
logarithm can be also applied to solve simultaneous Pell equations. Their famous
paper [3] provided the number 120 as a unique extension of the Diophantine triple
{1, 3, 8} to quadruple. A set of positive integers is called Diophantine m-tuple if
the product of any two elements increased by one is a perfect square. Following
them, many authors applied the Baker-Davenport method to investigate similar
problems (see Appendix). Taking t12, t13, t23 ∈ Z the set S = {a1, a2, a3} is called
Diophantine triple with t12, t13, t23 if each aiaj + tij equals a perfect square. Can
S be extended to Diophantine quadruple by some integer x = a4 with the new
integers t14, t24, t34? This question leads to the equations

a1x + t14 = x2
1,

a2x + t24 = x2
2,

a3x + t34 = x2
3,

or, equivalently, to an (1.1), (1.2)-type system of the form

a2x
2
1 − a1x

2
2 = a2t14 − a1t24,

a3x
2
1 − a1x

2
3 = a3t14 − a1t34.

Clearly, starting from an Diophantine quadruple with fixed six integers tij (1 6 i <
j 6 4), one can make efforts to solve the problem of Diophantine quintuple with
the new integers ti5 (i = 1, . . . , 4).

Pinch [23] generalized the procedure of Baker and Davenport, and his approach
was applied by Gaál, Pethő and Pohst [13]. They reduced the resolution of index
form equations to the resolution of certain simultaneous Pell equations.
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Although Kedlaya [18] described an elementary method to solve the generaliza-
tion

x2 − ay2 = b, (1.4)

P (x, y) = z2 (1.5)

of (1.1), (1.3), where P (x, y) is a polynomial with integer coefficients, it is fact,
that in his examples P is univariate with degree at most two.

Tzanakis [28] suggests the elliptic logarithm method. The procedure provides
a corresponding elliptic curve and then determines all rational points on it. But
his algorithm requires an initial non-trivial rational solution, and it may cause
difficulties. This idea has been partially described by Katayama [16] as well.

An other direction is to study the number of solutions of simultaneous Pell
equations. In [5] Bennett proved that if a and b are distinct nonzero integers
then the simultaneous equations x2 − az2 = 1 = y2 − bz2 possess at most three
solutions in positive integers (x, y, z). Further, he also gave an upper bound for
the cardinality of positive triplets (x, y, z) satisfying x2 − az2 = u, y2 − bz2 = v.

In the end of this section we quote two preliminary result required by our
method. First we recall a criterion due to Legendre for the existence of a nonzero
integer solution (x, y, z) to the diophantine equation

ax2 + by2 + cz2 = 0, (1.6)

where a, b and c are nonzero integers. (See, for example, in [7].)

Theorem 1.1. Let a, b, c be three squarefree integers, a > 0, b < 0, c < 0 which
are pairwise coprime. Then there exists a nonzero integer solution (x, y, z) to the
diophantine equation (1.6) if and only if all three congruences

t2 ≡ −ab (mod c) t2 ≡ −ac (mod b) t2 ≡ −bc (mod a)

are solvable. Furthermore, if a nonzero solution exists, then there exists a nonzero
solution (x0, y0, z0) of equation (1.6) satisfying the inequality

max{x0, y0, z0} 6
√

abc.

By applying the next statement (see [21]), if (1.6) has a non-zero solution, one
can determine all (x, y, z) satisfying (1.6).

Theorem 1.2. Assume that (x0, y0, z0) is an integer solution of equation (1.6)
with z0 6= 0. Then, all integer solutions (x, y, z) with z 6= 0 of equation (1.6) are
of the form

x = ±D

d

(

−ax0s
2 − 2by0rs + bx0r

2
)

,

y = ±D

d

(

ay0s
2 − 2ax0rs − by0r

2
)

,
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z = ±D

d

(

az0s
2 + bz0r

2
)

,

where r and s > 0 are coprime integers, D is a nonzero integer, and d | 2a2bcz3
0 is

a positive integer.

2. The algorithm

Consider the aforesaid system of two diophantine equations

a1x
2 + b1y

2 = c1, (2.1)

a2x
2 + b2z

2 = c2, (2.2)

in non-negative integers x, y and z, where the coefficients are given integers satis-
fying the conditions a1b1 < 0, a2b2 < 0, c1c2 6= 0 and a1c2 − a2c1 6= 0.

After multiplying (2.1) by c2 and (2.2) by c1 and subtracting the second equa-
tion from the first, we obtain

(a1c2 − a2c1)x
2 + b1c2y

2 − b2c1z
2 = 0. (2.3)

Note that none of the coefficients in (2.3) is zero. We should achieve that the con-
ditions of Legendre’s theorem be fulfilled. Therefore we divide (2.3) by gcd(a1c2 −
a2c1, b1c2, b2c1) and we get a3x

2 + b3y
2 + c3z

2 = 0, further if a3b3c3 < 0 then
even multiply a3x

2 + b3y
2 + c3z

2 = 0 by (−1). Moreover, let this new equation be
multiplied by gcd(a3, b3) · gcd(a3, c3) · gcd(b3, c3) and let assimilate the squarefull
part of the coefficients into the corresponding variables, relabelling them, and we
have

aX2 + bY 2 + cZ2 = 0, (2.4)

where X, Y, Z is a permutation of cxx, cyy, czz with some suitable positive
integers cx, cy and cz, moreover a > 0, b < 0 and c < 0 are pairwise coprime,
squarefree integers. Clearly, the choice of X is unique, but the role of Y and Z can
be switched. By the theorem of Legendre, we need a basic solution (X0, Y0, Z0).

If (2.4) is not solvable then the system (2.1), (2.2) has no solution. Otherwise,
let (X0, Y0, Z0) with Z0 6= 0 satisfy (2.4), and possibly d(2a2bcZ3

0) 6 d(2a2bcY 3
0 ),

where d( ) denotes the number of divisors function. Such a triplet can easily be
found by a simply search in the intervals 0 6 X0, Y0, Z0 6

√
abc.

Now, applying Theorem 1.2, X, Y and Z can be expressed by

X = ±D

d
(α1s

2 + β1sr + γ1r
2),

Y = ±D

d
(α2s

2 + β2sr + γ2r
2),

Z = ±D

d
(α3s

2 + β3sr + γ3r
2),
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where s > 0 and r are coprime, D is an arbitrary integer, d | hd = 2a2bcZ3
0 is a

positive integer and β3 = 0. Consequently,

x = ± D

cxd
(αi1s

2 + βi1sr + γi1r
2),

y = ± D

cyd
(αi2s

2 + βi2sr + γi2r
2),

z = ± D

czd
(αi3s

2 + βi3sr + γi3r
2),

where i1, i2, i3 is a permutation of the subscripts 1, 2, 3 of α, β and γ.
These results can be applied to return with x, y and z, for instance, to (2.1),

and we obtain

a1

(

D

cxd
(αi1s

2 + βi1sr + γi1r
2)

)2

+ b1

(

D

cyd
(αi2s

2 + βi2sr + γi2r
2)

)2

= c1,

which implies

a1c
2
y

(

αi1s
2 + βi1sr + γi1r

2
)2

+ b1c
2
x

(

αi2s
2 + βi2sr + γi2r

2
)2

= c1c
2
xc2

y

(

d

D

)2

.

Note that the left hand side is a homogenous form of degree 4 in s and r, denote it
by T1(s, r). Simplify the latest equation by the greatest common divisor of c1c

2
xc2

y

and the coefficients of T1. Hence we obtain T (s, r) = c4(d/D)2. On the right hand
side, let c0 be the squarefree part of c4. Thus there exist a positive integer c6 such
that c4 = c0c

2
6. Then the above equation is equivalent to

T (s, r) = c0

(

c6d

D

)2

. (2.5)

(2.5) means finitely many Thue equations of order 4, because T (s, r) is given,
0 < d is a divisor of hd = 2a2bcZ3

0 and j = c6d
D must be integer. To determine

all solutions of equations (2.5) we use magma system. Suppose that (sj , rj) is
a solution of T (s, r) = c0j

2 for some eligible j. We reject (sj , rj) if sj 6 0 or
gcd(sj , rj) > 1, otherwise we get

x = ± c6

cxj
(αi1s

2
j + βi1sjrj + γi1r

2
j ),

y = ± c6

cyj
(αi2s

2
j + βi2sjrj + γi2r

2
j ),

z = ± c6

czj
(αi3s

2
j + βi3sjrj + γi3r

2
j ).

If all x, y and z are non-negative integers then a solution of the system (2.1),
(2.2) is found.



82 L. Szalay

3. Examples

Example 3.1. A positive integer y is called balancing number with balancer
r ∈ N+ if

1 + 2 + · · · + (y − 1) = (y + 1) + · · · + (y + r). (3.1)

The problem of determining balancing numbers leads to the solutions of the Pell
equation z2 − 8y2 = 1, where y can be described by the recurrence yn = 6yn−1 −
yn−2, y0 = 1, y1 = 6 (see Behera and Panda, [4]). Note that y = y0 = 1 is not a
balancing number in the sense of equation (3.1).

In [19], Liptai showed that there are no Fibonacci balancing numbers, i.e. nei-
ther of balancing numbers y is a term of the Fibonacci sequence {F} defined by
the initial values F0 = 0, F1 = 1 and by the recurrence relation Fn = Fn−1 +Fn−2,
(n > 2). Liptai used the Baker-Davenport method to have the solution of the
simultaneous Pell equation x2 − 5y2 = ±4, z2 − 8y2 = 1.

Now we show that no Lucas balancing number exists. Lucas sequence is defined
by the recurrence relation Ln = Ln−1 + Ln−2, (n > 2) and L0 = 2, L1 = 1. It is
well known that the terms of Lucas and Fibonacci sequences satisfy L2

n−5F 2
n = ±4.

Theorem 3.2. There is no Lucas balancing number.

Proof. We are showing that the system

x2 − 5y2 = ±4, (3.2)

z2 − 8x2 = 1. (3.3)

has only the positive integer solution (x, y, z) = (1, 1, 3), consequently there exists
no Lucas balancing number x.

Taking the case +4, with the notation X := x, Y := y and Z := 2z, we have

33X2 − 5Y 2 − Z2 = 0.

By Theorem 1.1, it has no nonzero solution, because t2 6≡ 33 (mod (−5)).
The case of −4 with X := 2z, Y := y, Z := x provides

X2 − 5Y 2 − 31Z2 = 0.

The coefficients suggest the solution (X0, Y0, Z0) = (6, 1, 1). Applying Theorem 1.2,
it follows that

x = Z = ±D

d
(s2 − 5r2),

y = Y = ±D

d
(s2 − 12sr + 5r2),

z =
X

2
= ±D

2d
(−6s2 + 10sr − 30r2) = ±D

d
(−3s2 + 5sr − 15r2).
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Substitute x and z to (3.3) to have

(−3s2 + 5sr − 15r2)2 − 8(s2 − 5r2)2 =

(

d

D

)2

,

where, by Theorem 1.2 again, 0 < d | 310. Obviously, d
D is integer, therefore we

have to solve the Thue equations

s4 − 30s3r + 195s2r2 − 150sr3 + 25r4 =

(

d

D

)2

(3.4)

for some positive integers j = d/D | 310. There are only three values of j when
the solution (sj , rj) satisfies the condition sj > 0 and gcd(sj , rj) = 1, these are
j = 1, 31 and 155. All the three triplets (j, sj , rj) = (1, 1, 0), (31, 6, 1), (155, 5, 6)
provide the same solution (x, y, z) = (1, 1, 3). Hence, we conclude that there are
no Lucas balancing number. �

Example 3.3 (Brown [9]). The system

x2 − 8y2 = 1 (3.5)

z2 − 5y2 = 1 (3.6)

leads to the equation X2 − 3Y 2 − Z2 = 0, where X := x, Y := y, Z := z. The
coefficients of the Legendre equation and the basic solution (X0, Y0, Z0) = (1, 0, 1)
imply d 6 6. Theorem 2 gives x = X = ±D

d (−s2 − 3r2), y = Y = ±D
d (−2sr),

z = Z = ±D
d (s2 − 3r2), which together with the first equation of the system leads

to

s4 − 26s2r2 + 9r4 =

(

d

D

)2

. (3.7)

Since d | 6, we have to solve only four Thue equations. Only one of them have
solution satisfying the conditions, namely if j = (d/D) = 1 then (sj , rj) = (1, 0).
It gives (x, y, z) = (1, 0, 1).

Example 3.4. To determine all the non-negative solutions of the system

3x2 − 10y2 = −13, (3.8)

x2 − 3y2 = z2, (3.9)

first we consider (3.9), which has already been solved in the previous example.
Applying x = X = ±D

d (−s2−3r2), y = Y = ±D
d (−2sr), d | 6 and (3.8), we obtain

3s4 − 22s2r2 + 27r4 = −13

(

d

D

)2

. (3.10)

These Thue equations has eight solutions in coprime sj > 0 and rj providing
(x, y, z) = (7, 4, 1) and (73, 40, 23).

In the next section we enumerate chronologically several systems of Pell equa-
tions in order to illustrate experiences and statistical data regarding the MAGMA

program on my average home computer. The last coloumn shows the running time
of the algorithm. Then we notify four more examples.
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4. Appendix

Year Cit. Author(s) System(s) (x, y, z) hd d(hd) Time

1904 [8] Boutin, Teilhet
x2

− 6y2 = 1
z2 − 3y2 = 1 (1, 0, 1) 6 4 1 sec

1918 [25] Rignaux
x2

− 2z2 = 1
y2 − 3z2 = 1 (1, 1, 0) 2 2 1 sec

1922 [2] Arwin
x2

− 2y2 = 1
y2 − 3z2 = 1 (3, 2, 1) 6 4 2 sec

1941 [20] Ljunggren (see Arwin)
x2

− 2y2 = 1
y2 − 3z2 = 1 (3, 2, 1) 6 4 2 sec

1949 [12] Gloden (see Rignaux)
2x2 + 1 = y2

3x2 + 1 = z2 (0, 1, 1) 2 2 1 sec

1969 [3]
Baker, Davenport
(details below)

3x2
− y2 = 2

8x2 − z2 = 7
(1, 1, 1)
(11, 19, 31) 980 18 20 sec

1975 [15]
Kanagasabapathy
Ponnudurai

y2
− 3x2 = −2

z2 − 8x2 = −7
(1, 1, 1)
(11, 19, 31) 980 18 20 sec

1978 [14] Grinstead
x2

− 8y2 = 1
3z2 − 2y2 = 1 (3, 1, 1) 36 9 5 sec

1980 [29] Vellupilai
z2

− 3y2 = −2
z2 − 6x2 = −5

(1, 1, 1)
(29, 41, 71) 50 6 2 sec

1984 [22]
Mohanty
Ramasamy

x2
− 5y2 = −20

z2 − 2y2 = 1 (0, 2, 3) 10 4 3 sec

1985 [9] Brown
x2

− 8y2 = 1
z2 − 5y2 = 1 (1, 0, 1) 6 4 1 sec

1987 [30] Zheng
y2

− 2x2 = 1
z2 − 5x2 = 4 (0, 1, 2) 6 4 2 sec

1987 [30] Zheng
y2

− 5x2 = 4
z2 − 10x2 = 9 (0, 2, 3) 80 10 3 sec

1988 [23] Pinch (example)
x2

− 2y2 = −1
x2 − 10z2 = −9

(1, 1, 1)
(41, 29, 13) 10 4 1 sec

1995 [13]
Gaál, Pethő
Pohst (example)

2x2 − y2 = ±1
5x2

− z2 = ±4

(0, 1, 2)
(1, 1, 1)
(5, 7, 11)

6, 2704
2704, 6 4, 15 Σ : 16 sec

1996 [24] Riele (details below)
2x2 − y2 = 1
y2

− 3z2 = 1
(1, 1, 0)
(5, 7, 4) 96 12 1 sec

1996 [10] Chen (details below)
5x2 − 3y2 = 2
16y2

− 5z2 = 11 (1, 1, 1) 7436 18 13.5 min

1996 [1] Anglin (example)
x2 − 11y2 = 1
z2

− 56y2 = 1
(1, 0, 1)
(199, 60, 449) 10 4 26 sec

1997 [11] Chen
x2 − 7y2 = 2
z2

− 32y2 = −23
(3, 1, 3)
(717, 271, 1533) 92 6 40 sec

1998 [18] Kedlaya (example)
x2 − 2y2 = −1
3z2

− 4y2 = −1 (1, 1, 1) 36 9 2 sec

1995 [17]
Katayama, Levesque
Nakahara (example)

x2 − 3y2 = 1
y2

− 2z2 = −1 (1, 1, 1) 8 4 2 sec

2004 [6] Bennett (example)
x2 − 2y2 = 1
9z2

− 3y2 = −3 (3, 2, 1) 54 8 1 sec

2004 [19] Liptai (details below)
x2 − 5y2 = ±4
z2

− 8y2 = 1
(2, 0, 1)
(3, 1, 3) (1, 1, 3) 6, 2738 4, 6 Σ : 40 sec

2005 Szalay
x2 − 5y2 = ±4
z2

− 8x2 = 1 (1, 1, 3) –, 310 8 4 sec

2005 Szalay
3x2 − 10y2 = −13
x2

− 3y2 = z2
(7, 4, 1)
(73, 40, 23) 6 4 —
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1. Baker and Davenport, [3].
3x2 − y2 = 2, 8x2 − z2 = 7 =⇒ 7X2 − 5Y 2 − 2Z2 = 0,
X := y, Y := x, Z := z, (X0, Y0, Z0) = (1, 1, 1),
d | 980,
49s4 − 224s3r + 314s2r2 − 160sr3 + 25r4 = (d/D)2.

2. Riele. [24]
2x2 − y2 = 1, y2 − 3z2 = 1 =⇒ X2 − Y 2 − 6Z2 = 0,
X := 2y, Y := 2x, Z := z, (X0, Y0, Z0) = (5, 1, 2),
d | 96,
23s4 + 20s3r − 150s2r2 + 20sr3 + 23r4 = −(2d/D)2.

3. Chen, [10].
5x2 − 3y2 = 2, 16y2 − 5z2 = 11 =⇒ 13X2 − 2Y 2 − 11Z2 = 0,
X := y, Y := x, Z := z, (X0, Y0, Z0) = (1, 1, 1),
d | 7436,
169s4 − 1534s3r + 1718s2r2 − 236sr3 + 4r4 = (d/D)2.

4. Liptai, [19].
x2 − 5y2 = ±4, z2 − 8z2 = 1 =⇒ X2 − 3Y 2 − Z2 = 0 and 37X2 − Y 2 − Z2,
X := 2z, Y := 3y, Z := x, (X0, Y0, Z0) = (1, 0, 1) and
X := y, Y := x, Z := 2z, (X0, Y0, Z0) = (1, 6, 1)
d | 6 and d | 2738
9s4 − 74s2r2 + 81r4 = (6d/D)2 and
42439s4 − 28416s3r + 7050s2r2 − 768sr3 + 31r4 = −(2d/D)2.
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Abstract

We study some Diophantine problems related to triangles with two given
integral sides. We solve two problems posed by Zoltán Bertalan and we also
provide some generalization.
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1. Introduction

There are many Diophantine problems arising from studying certain properties
of triangles. Most people know the theorem on the lengths of sides of right angled
triangles named after Pythagoras. That is a2 + b2 = c2.

An integer n > 1 is called congruent if it is the area of a right triangle with
rational sides. Using tools from modern arithmetic theory of elliptic curves and
modular forms Tunnell [10] found necessary condition for n to be a congruent
number. Suppose that n is a squarefree positive integer which is a congruent
number.

(a) If n is odd, then the number of integer triples (x, y, z) satisfying the equation
n = 2x2+y2+8z2 is just twice the number of integer triples (x, y, z) satisfying
n = 2x2 + y2 + 32z2.

(b) If n is even, then the number of integer triples (x, y, z) satisfying the equation
n
2 = 4x2+y2+8z2 is just twice the number of integer triples (x, y, z) satisfying
n
2 = 4x2 + y2 + 32z2.

∗Research supported in part by the Magyary Zoltán Higher Educational Public Foundation
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A Heronian triangle is a triangle having the property that the lengths of its sides
and its area are positive integers. There are several open problems concerning the
existence of Heronian triangles with certain properties. It is not known whether
there exist Heronian triangles having the property that the lengths of all their
medians are positive integers [6], and it is not known whether there exist Hero-
nian triangles having the property that the lengths of all their sides are Fibonacci
numbers [7]. Gaál, Járási and Luca [5] proved that there are only finitely many
Heronian triangles whose sides a, b, c ∈ S and are reduced, that is gcd(a, b, c) = 1,
where S denotes the set of integers divisible only by some fixed primes.

Petulante and Kaja [9] gave arguments for parametrizing all integer-sided tri-
angles that contain a specified angle with rational cosine. It is equivalent to deter-
mining a rational parametrization of the conic u2 − 2αuv + v2 = 1, where α is the
rational cosine.

The present paper is motivated by the following two problems due to Zoltán
Bertalan.

(i) How to choose x and y such that the distances of the clock hands at 2 o’clock
and 3 o’clock are integers?

(ii) How to choose x and y such that the distances of the clock hands at 2 o’clock
and 4 o’clock are integers?

We generalize and reformulate the above questions as follows. For given 0 <
α, β < π we are looking for pairs of triangles in which the length of the sides (zα, zβ)
opposite the angles α, β are from some given number field Q(θ) and the length of
the other two sides (x, y) are rational integers. Let ϕ1 = cos(α) and ϕ2 = cos(β).

By means of the law of cosine we obtain the following systems of equations

x2 − 2ϕ1xy + y2 = z2
α,

x2 − 2ϕ2xy + y2 = z2
β,

After multiplying these equations and dividing by y4 we get

Cα,β : X4 − 2(ϕ1 + ϕ2)X
3 + (4ϕ1ϕ2 + 2)X2 − 2(ϕ1 + ϕ2)X + 1 = Y 2,

where X = x/y and Y = zαzβ/y2. Suppose ϕ1, ϕ2 ∈ Q(θ) for some algebraic
number θ. Clearly, the hyperelliptic curve Cα,β has a rational point (X, Y ) = (0, 1),
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so it is isomorphic to an elliptic curve Eα,β. The rational points of an elliptic
curve form a finitely generated group. We are looking for points on Eα,β for which
the first coordinate of its preimage is rational. If Eα,β is defined over Q and the
rank is 0, then there are only finitely many solutions, if the rank is greater than
0, then there are infinitely many solutions. If the elliptic curve Eα,β is defined
over some number field of degree at least two, then one can apply the so-called
elliptic Chabauty method (see [2, 3] and the references given there) to determine
all solutions with the required property.

2. Curves defined over Q

2.1. (α, β) = (π/3, π/2)

The system of equations in this case is

x2 − xy + y2 = z2
π/3,

x2 + y2 = z2
π/2.

The related hyperelliptic curve is Cπ/3,π/2.

Theorem 2.1. There are infinitely many rational points on Cπ/3,π/2.

Proof. In this case the free rank is 1, as it is given in Cremona’s table of elliptic
curves [4] (curve 192A1). Therefore there are infinitely many rational points on
Cπ/3,π/2. �

Corollary 2.2. Problem (i) has infinitely many solutions.

Few solutions are given in the following table.

x y zπ/3 zπ/2

8 15 13 17
1768 2415 2993 3637

10130640 8109409 9286489 12976609
498993199440 136318711969 517278459169 579309170089

2.2. (α, β) = (π/2, 2π/3)

The system of equations in this case is

x2 + y2 = z2
π/2,

x2 + xy + y2 = z2
2π/3.

The hyperelliptic curve Cπ/2,2π/3 is isomorphic to Cπ/3,π/2, therefore there are in-
finitely many rational points on Cπ/2,2π/3.
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2.3. (α, β) = (π/3, 2π/3)

We have

x2 − xy + y2 = z2
π/3,

x2 + xy + y2 = z2
2π/3.

After multiplying these equations we get

x4 + x2y2 + y4 = (zπ/3z2π/3)
2. (2.1)

Theorem 2.3. If (x, y) is a solution of (2.1) such that gcd(x, y) = 1, then xy = 0.

Proof. See [8] at page 19. �

Corollary 2.4. Problem (ii) has no solution.

In the following sections we use the so-called elliptic Chabauty’s method (see
[2], [3]) to determine all points on the curves Cα,β for which X is rational. The
algorithm is implemented by N. Bruin in MAGMA [1], so here we indicate the
main steps only, the actual computations can be carried out by MAGMA. The
MAGMA code clock.m which were used is given below. It requires three inputs,
a, b as members of some number fields and p a prime number.

3. Curves defined over Q(
√

2)

3.1. (α, β) = (π/4, π/2)

The hyperelliptic curve Cπ/4,π/2 is isomorphic to

Eπ/4,π/2 : v2 = u3 − u2 − 3u − 1.

The rank of Eπ/4,π/2 over Q(
√

2) is 1, which is less than the degree of Q(
√

2).
Applying elliptic Chabauty (the procedure “Chabauty” of MAGMA) with p = 7,
we obtain that (X, Y ) = (0,±1) are the only affine points on Cπ/4,π/2 with rational
first coordinates. Since X = x/y we get that there does not exist appropriate
triangles in this case.

3.2. (α, β) = (π/4, π/3)

The hyperelliptic curve Cπ/4,π/3 is isomorphic to

Eπ/4,π/3 : v2 = u3 + (
√

2 − 1)u2 − 2u −
√

2.

The rank of Eπ/4,π/2 over Q(
√

2) is 1 and applying elliptic Chabauty’s method again
with p = 7, we obtain that (X, Y ) = (0,±1) are the only affine points on Cπ/4,π/3

with rational first coordinates. As in the previous case we obtain that there does
not exist triangles satisfying the appropriate conditions.
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Algorithm 1 MAGMA code clock.m
clock:=function(a,b,p)
P1:=ProjectiveSpace(Rationals(),1);
K1:=Parent(a);
K2:=Parent(b);
if IsIntegral(a) then

K1:=RationalField();
end if ;
if IsIntegral(b) then

K2:=RationalField();
end if ;
if Degree(K1)*Degree(K2) eq 1 then

K:=RationalField();
else

if Degree(K1) gt 1 and Degree(K2) gt 1 then

K:=CompositeFields(K1,K2)[1];
else

if Degree(K1) eq 1 then

K:=K2;
else

K:=K1;
end if ;

end if ;
end if ;
P<X>:=PolynomialRing(K);
ka:=K!a;
kb:=K!b;
C:=HyperellipticCurve(X4−2∗(ka+kb)∗X3+(4∗ka∗kb+2)∗X2−2∗(ka+kb)∗X+1);
pt:=C![0,1];
E,CtoE:=EllipticCurve(C,pt);
Em,EtoEm:=MinimalModel(E);
umap:=map<C->P1|[C.1,C.3]>;
U:=Expand(Inverse(CtoE*EtoEm)*umap);
RB:=RankBound(Em);
print Em,RB;
if RB ne 0 then

success,G,mwmap:=PseudoMordellWeilGroup(Em);
NC,VC,RC,CC:=Chabauty(mwmap,U,p);
print success,NC,#VC,RC;
if NC eq #VC then

print {EvaluateByPowerSeries(U,mwmap(gp)): gp in VC};
print forall{pr: pr in PrimeDivisors(RC)|IsPSaturated(mwmap,pr)};

end if ;
else

success,G,mwmap:=PseudoMordellWeilGroup(Em);
print #G,#TorsionSubgroup(Em);
print {EvaluateByPowerSeries(U,mwmap(gp)): gp in G};

end if ;
return K,C;
end function;
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4. Curves defined over Q(
√

3) and Q(
√

5)

In the following tables we summarize some details of the computations, that is
the pair (α, β), the equations of the elliptic curves Eα,β , the rank of the Mordell-
Weil group of these curves over the appropriate number field (Q(

√
3) or Q(

√
5)),

the rational first coordinates of the affine points and the primes we used.

(α, β) Eα,β Rank X p

(π/6, π/2) v2 = u3 − u2 − 2u 1 {0,±1} 5
(π/6, π/3) v2 = u3 + (

√
3 − 1)u2 − u + (−

√
3 + 1) 1 {0} 7

(π/5, π/2) v2 = u3 − u2 + 1/2(
√

5 − 7)u + 1/2(
√

5 − 3) 1 {0} 13
(π/5, π/3) v2 = u3 + 1/2(

√
5 − 1)u2 + 1/2(

√
5 − 5)u − 1 1 {0, 1} 13

(π/5, 2π/5) v2 = u3 − 2u − 1 1 {0} 7
(π/5, 4π/5) v2 = u3 + 1/2(−

√
5 + 1)u2 − 4u + (2

√
5 − 2) 0 {0} -

In case of (α, β) = (π/5, π/3) we get the following family of triangles given by the
length of the sides

(x, y, zα) =

(

t, t,
−1 +

√
5

2
t

)

and (x, y, zβ) = (t, t, t),

where t ∈ N.
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Sung, Hu and Volodin [5].

Keywords: strong law of large numbers, Hájek–Rényi maximal inequality,
rate of convergence

MSC: 60F15

1. Introduction

The Hájek–Rényi inequality (see Hájek and Rényi [3]) is a useful tool to prove
the strong law of large numbers (SLLN). There are several generalizations of that
inequality. In Fazekas and Klesov [1] a unified approach is given to obtain SLLN’s.
Their method is based on a Hájek–Rényi type inequality for the moments. Then
the general method is applied to prove SLLN’s for various dependent sequences. It
turned out that by their method the normalizing constants in the SLLN’s can be
improved. Hu and Hu in [4] strengthened the method of Fazekas and Klesov [1] by
adding the rate of convergence in the SLLN.

Sung, Hu and Volodin [5] found a new method for obtaining the strong growth
rate for sums of random variables by using the method of Fazekas and Klesov [1].
This result generalizes and sharpens the method of Hu and Hu [4].

Tómács and Líbor in [6] gave a version of the approach in Fazekas and Klesov [1]
by using Hájek–Rényi type inequality for the probabilities instead of the moments.
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In this paper we give a general method to obtain the rate of convergence in
an SLLN by using a Hájek–Rényi type inequality for the probabilities (see Theo-
rem 3.4). This result generalizes the method of Sung, Hu and Volodin [5].

We use the following notation. Let N be the set of the positive integers and R
the set of real numbers. If a1, a2, . . . ∈ R then in case A = ∅ let maxk∈A ak = 0
and

∑

k∈A ak = 0. Let Ψ denote the set of functions f : (0,∞) → (0,∞), that are
nonincreasing and

∞
∑

n=1

n−2f(n−1) < ∞.

2. Lemmas

Lemma 2.1. If f ∈ Ψ then
∑∞

k=0 2−kf(2−k) < ∞.

Proof. It is easy to see that

∞
∑

n=1

n−2f(n−1) =
∞
∑

k=0

2k+1−1
∑

n=2k

n−2f(n−1)

>

∞
∑

k=0

f(2−k)

2k+1−1
∑

n=2k

(

1

n
− 1

n + 1

)

=
1

2

∞
∑

k=0

2−kf(2−k).

This inequality implies the statement. �

The following lemma generalizes Dini’s theorem (see Fikhtengolts [2], §375.5 or
Lemma 1 in Hu and Hu [4]).

Lemma 2.2. Let {ak, k ∈ N} be a sequence of nonnegative numbers such that
ak > 0 for infinitely many k. Let f ∈ Ψ. If

∑∞
k=1 ak < ∞ then

∞
∑

k=1

akf

(

∞
∑

i=k

ai

)

< ∞.

Proof. Let vk =
∑∞

i=k ai. Then {vk, k ∈ N} is a nonincreasing sequence of
positive numbers and limk→∞ vk = 0.

Let Ai = {k ∈ N : 2−i−1 < vk 6 2−i}, i = 0, 1, 2, . . . , and k0 = min
⋃∞

i=0 Ai.
If Ai 6= ∅, then with notation mi = min Ai, we have

∑

k∈Ai

ak 6

∞
∑

k=mi

ak = vmi
6 2−i.

So we get

∞
∑

k=k0

akf(vk) =

∞
∑

i=0

∑

k∈Ai

akf(vk) 6

∞
∑

i=0

f(2−i−1)
∑

k∈Ai

ak
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6

∞
∑

i=0

2−if(2−i−1) = 2

∞
∑

i=1

2−if(2−i)

which is less then ∞ by Lemma 2.1. Thus the statement is proved. �

Lemma 2.3. Let {Yk, k ∈ N} be a sequence of random variables defined on a fixed
probability space (Ω,F , P). Then

P
(

sup
k

Yk > x
)

= lim
n→∞

P
(

max
k6n

Yk > x
)

for all x ∈ R.

Proof. It is easy to see that

{

sup
k

Yk > x
}

=

∞
⋃

n=1

{

max
k6n

Yk > x
}

for all x ∈ R,

hence, using continuity of probability, we get the statement. �

Lemma 2.4. Let {Yk, k ∈ N} be a sequence of random variables defined on a
fixed probability space (Ω,F , P) and {εn, n ∈ N} a nondecreasing sequences of real
numbers. If

lim
n→∞

P
(

sup
k

Yk > εn

)

= 0,

then
sup

k
Yk < ∞ almost surely (a.s.).

Proof. Using continuity of probability, we have

P

(

∞
⋂

n=1

{sup
k

Yk > εn}
)

= lim
n→∞

P
(

sup
k

Yk > εn

)

= 0,

which is equivalent to P
(

⋃∞
n=1{sup

k
Yk 6 εn}

)

= 1. This implies that there exists

nω ∈ N for almost every ω ∈ Ω, such that sup
k

Yk(ω) 6 εnω
< ∞. �

3. The general method

In this section let {Xk, k ∈ N} be a sequence of random variables defined on a
fixed probability space (Ω,F , P) and Sn =

∑n
k=1 Xk for all n ∈ N. Let {αk, k ∈ N}

be a sequence of nonnegative real numbers, r > 0 and {bk, k ∈ N} a nondecreasing
unbounded sequence of positive real numbers. Assume that

∞
∑

k=1

αkb−r
k < ∞
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and there exists c > 0 such that for any n ∈ N and any ε > 0

P
(

max
k6n

|Sk| > ε
)

6 cε−r
n
∑

k=1

αk. (3.1)

Let f ∈ Ψ, g(x) = f−1/r(x) if x > 0, g(0) = 0 and

βn = max
k6n

bkg

(

∞
∑

i=k

αib
−r
i

)

.

Remark 3.1. It is proved that these conditions imply limn→∞ Snb−1
n = 0 a.s. (See

Theorem 2.4 in [6].)

Theorem 3.2. If there exists t ∈ N such that αt 6= 0, then

Sn

βn
=

{

O(1) a.s., if βn = O(1),

o(1) a.s., if βn 6= O(1).

Proof. It is easy to see that 0 < β1 6 β2 6 · · · . First we shall prove that

∞
∑

k=1

αkβ−r
k < ∞. (3.2)

If αk > 0 for finitely many k, then (3.2) is obvious. If αk > 0 for infinitely many
k, then

β−r
n =

(

max
k6n

bkf−1/r

( ∞
∑

i=k

αib
−r
i

)

)−r

6

(

bnf−1/r

( ∞
∑

i=n

αib
−r
i

)

)−r

= b−r
n f

(

∞
∑

i=n

αib
−r
i

)

.

This inequality and Lemma 2.2 imply

∞
∑

k=1

αkβ−r
k 6

∞
∑

k=1

αkb−r
k f

(

∞
∑

i=k

αib
−r
i

)

< ∞.

Thus (3.2) is proved. Now, if βn 6= O(1), then Remark 3.1 and (3.2) imply the
statement. If βn = O(1), then we get by (3.2)

∞
∑

k=1

αk 6

∞
∑

k=1

αk

(

β−1
k sup

n
βn

)r
=
(

sup
n

βn

)r
∞
∑

k=1

αkβ−r
k < ∞. (3.3)

By Lemma 2.3 and (3.1) we have

P
(

sup
k

|Sk| > ε
)

6 lim
n→∞

P
(

max
k6n

|Sk| > ε
)

6 cε−r
∞
∑

k=1

αk for all ε > 0.
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This inequality and (3.3) imply

lim
n→∞

P
(

sup
k

|Sk| > εn

)

= 0,

where 0 < εn ↑ ∞. Hence by Lemma 2.4 we get supk |Sk| < ∞ a.s. On the other
hand Snβ−1

n 6 supk |Sk|β−1
1 . Thus the theorem is proved. �

Remark 3.3. Sung, Hu and Volodin proved in [5] (Lemma 4) that if αn ≡ 1 then
βn 6= O(1). Hence Theorem 3.2 implies that if αn ≡ 1 then limn→∞ Snβ−1

n = 0 a.s.

Theorem 3.4. The following statements are true:
(1) Snb−1

n = O(βnb−1
n ) a.s.

(2) limn→∞ Snb−1
n = 0 a.s.

(3) If αk > 0 for finitely many k, then limn→∞ βnb−1
n = 0.

(4) If limx→0 f(x) = ∞, then limn→∞ βnb−1
n = 0.

Proof. Let wk =
∑∞

i=k αib
−r
i . Then w1 > w2 > . . . and limn→∞ wn = 0, hence

we get

βn 6 max
k<m

bkg(wk) + max
m6k6n

bkg(wk) 6 max
k<m

bkg(wk) + bng(wm), if n > m. (3.4)

On the other hand

lim
n→∞

(

b−1
n max

k<m
bkg(wk) + g(wm)

)

= g(wm), ∀m ∈ N. (3.5)

Now, we shall prove that
lim

m→∞
g(wm) = 0. (3.6)

If αk > 0 for finitely many k, then (3.6) is obvious. If αk > 0 for infinitely many k,
then the condition is limx→0 f(x) = ∞, which implies limm→∞ f(wm) = ∞. Hence,
(3.6) is true in this case too. Then (3.4), (3.5) and (3.6) imply limn→∞ βnb−1

n = 0.
Now, we turn to statement Snb−1

n = O(βnb−1
n ) a.s. If there exists t ∈ N such

that αt 6= 0, then by Theorem 3.2 we have

Sn

bn
=

Sn

βn

βn

bn
= O(1)

βn

bn
= O

(

βn

bn

)

a.s.

If αk ≡ 0, then by (3.1) we get

P
(

max
k6n

|Sk| > εm

)

= 0 ∀m, n ∈ N,

where 0 < εm ↓ 0. It follows that Sn = 0 a.s. for all n ∈ N in this case.
Finally limn→∞ Snb−1

n = 0 a.s. is proved by Tómács and Líbor in [6] (Theo-
rem 2.4). �
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Abstract

In this paper we give a short overview about how the known, different
methods (DTI, WMT) can be integrated as new components into a multi
functional system. Our exact aim was to develop a well applicable implemen-
tation for the DTI method and Fiber Tracking. The final goal is to integrate
the fibers or ellipsoids into the surface model clipped by examination planes.
Furthermore, the stream of the molecules (the fibers) can be modelled by a
particle system. These techniques are available by the new graphic cards and
the standards they support.

Keywords: Diffusion Tensor Imaging, fiber tracking, diffusion ellipsoid, shader
languages, parallelized algorithms

MSC: 68U05, 92C55

1. Introduction

The white matter of human brain has a complex structure and plays an essential
role in brain function.

In spite of the fact, that a fair amount of information is available today about
white matter, not all the aspects of its structure are completely known and un-
derstood. We know even less about how the white matter structure is affected by
neurological diseases, tumors or traumas.
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Diffusion Tensor Imaging (DTI) is an emerging Magnetic Resonance Imaging
(MRI) technique based on water diffusion. Fiber tracking, also called White Matter
Tractography (WMT), uses the directional information of diffusion tensor maps to
estimate connection pathways in white matter.

The method is presented in the PhD dissertation of Mariana Lazar (see [2]).
Our aim is to reconstruct the fiber tracts of the human brain from measure-

ments of fiber orientation and visualize them on the image of the brain. Generally
the programs show the surface model clipped by orthogonal sections (coronal, ax-
ial and sagital). The current version of our software is capable to visualize the
surface model clipped by (even more than the usual three) planes having arbitrary
directions. The software component is able to promote the recognition of the brain
diseases and after the diagnosis it helps to select the appropriate way of cure. When
surgical intervention is needed, the point and the direction of the permeation can
be determined more exactly. The software component can be parallelized by using
the shading languages (see [6]).

The visualization procedure belongs to a complex software system developed
by a team led by Miklós Emri. This project is part of a new partnership between
the Department of Computer Graphics and the PET Center of the Medical School
and Health Science Center.

2. Theoretical background

During an MRI scanning process radio waves are sent through the brain which
are 10 000 to 30 000 times stronger than Earth’s magnetic field. This forces the
nuclei into a different position and when they move back into their place they send
out radio waves of their own. The scanner picks up these signals and records their
strength as numeric values into a file.

Diffusion MRI measures the diffusion of water molecules in biological tissues.
In an isotropic medium (e.g.: inside a glass of water) water molecules naturally
move randomly according to Brownian motion. In biological tissues however, the
diffusion may be anisotropic that is to say the diffusion properties vary with orien-
tation. The recent development of Diffusion Tensor Imaging (DTI) (see [7]) enables
diffusion to be measured in multiple directions and the fractional anisotropy in each
direction to be calculated for each voxel. The most important base concepts are
reviewed, while a complex overview of anisotropic water diffusion is presented by
Beaulieu (see [1]).

2.1. Diffusion tensor

It is well known that the diffusion in white matter is the largest along fiber
directions. When diffusion is anisotropic, a scalar diffusion measure is insufficient
for describing diffusion properties. It has been shown that the diffusion in this
case can be described by a second-order diagonally symmetric tensor, called the
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diffusion tensor. This tensor model of diffusion can be used well to describe the
directional diffusion information.

D =





Dxx Dxy Dxz

Dyx Dyy Dyz

Dzx Dzy Dzz





The six independent elements of the diffusion tensor can be estimated from
a series of diffusion-weighted images. When diffusion weighted measurements are
performed along N directions, the following matrix equation can be constructed
(see [5]):

B~d
T

= ~A
T

where
~A =

(

ln S1

S0
ln S2

S0
. . . ln SN

S0

)

is the vector of the corresponding logarithmic signal ratios and

B =











~b1

~b2

...
~bN











includes the influences of all the encoding gradients.

3. The process of calculation

In practice 25 files are provided usually containing the results of diffusion weight-
ed measurements, and we need also a sepatare file describing the baseline data. All
of them serve as input data of the algorithm and they are referred as volume of
voxels further on. The input files have an extention ’mnc’ because they have a
special inner structure. A plug-in is responsible for writing and reading of this file
type.

3.1. Diffusion tensor

During the calculation special volume iterators are used, that makes more con-
venient to reach all the data belonging to the same voxel at same time in a very
effective way. This makes also possible that the algorithm remains independent
from the size of volumes. The names of input files are used as command line pa-
rameters, that is why the program are able to handle dinamically the number of
input volumes. A function was constructed to determine the six tensor elements of
a voxel, which works in the following way.

1. If the input data make possible the gradients themselves are yielded or default
values are used instead.
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2. The components of vector A are calculated based upon the signal values. (S0

denotes the value derived from the baseline data.)

3. The equation itself is solved by using the appropriate function of GSL. The
GNU Scientific Library (GSL) is a numerical library for C and C++ program-
mers, which is a free software under the GNU General Public License and
provides a wide range of mathematical routines. The selected GSL function
is able to find the least squares solution to our overdetermined system.

4. Finally the resulted 6 values, that is to say the 6 independent elements of
diffusion tensor are to be stored in appropriate position of new volumes.

3.2. Parameters of diffusion ellipsoid

A principal frame of directions (x’, y’ and z’) can be defined by the eigenvectors
of the diffusion tensor for each voxel. The diffusion displacement profile may be
represented as an ellipsoid with the length of principal axes described by the tensor
eigenvalues λ1, λ2 and λ3 (principal diffusivities) and the directions given by the
tensor eigenvectors (~e1, ~e2 and ~e3). Figure 1 shows the geometric meanings of the
computed values.

Figure 1: The diffusion ellipsoid.

The diffusion eigenvectors are generally not aligned with the laboratory frame.
In the principal component frame, the displacements along x’, y’, and z’ appear
uncorrelated and the diagonal elements of the tensor are equal to tensor eigenval-
ues. The major axes are given by the diffusion tensor eigenvectors. The length
of the ellipsoid along the axes is proportional with the square root of the tensor
eigenvalues.
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Depending on the relation between the eigenvalues volume, three types of dif-
fusion and corresponding ellipsoidal shapes can be differentiated:

a) Isotropic diffusion: λ1 ≈ λ2 ≈ λ3

Diffusion in gray matter and fluids generally appears isotropic. The corre-
sponding diffusion ellipsoid has a spherical shape.

b) Planar diffusion: λ1 ≈ λ2 ≫ λ3

Planar diffusion is generally associated with diffusion in sheets or it may
describe regions of crossing fibers. The corresponding diffusion ellipsoid has
a special disk shape.

c) Prolate diffusion: λ1 ≫ λ2 > λ3

Prolate or uniaxial diffusion is observed in highly organized white matter
regions. The corresponding diffusion ellipsoid has a prolate shape.

White matter structures (corpus callosum and corticospinal tract) are generally
characterized by uniaxial diffusion. Planar diffusion is dominant in regions of cross-
ing or fanning fibers. For the visualization of the stream directions at each voxel
ellipsoids are used. These ellipsoids can be incorporated with the brain model.
Figure 2 shows how the brain can be clipped by three arbitrary planes that is not
common in usual softwares.

Figure 2: Brain clipped by three arbitrary positioned planes.

From the computed diffusion ellipsods fibers can be built up (see [4]). Current
algorithms do not handle the fiber crossings. In this case they follow the stronger



108 H. Tomán, R. Tornai, M. Zichar

track only. For the dynamic modelling of the fibers, we apply a particle system
(see [3]). The molecule groups inspected by the measurements can be modelled
by points moving along the actual fiber. These fibers make up a complex brain
structure. For example the tumors distort the fibers, so a change in the fiber
structure prognosticate the illness.

Moreover, our software is capable to handle more pictures (e.g.: one individual
and one picture that is common for a population) and blend them together in any
ratio. Besides, we can enhance a strip of the brain around any given intensity value.

The above work uses the OpenGL system, particularly its multitexturing, 3D
texturing and alpha blending subsystems.

4. Conclusion and further research

The standard algorithms are improved and new methods are developed by our
team considering the branching and merging problems also. We plan to massively
parallelize the algorithms by using heavily the shader languages (vertex, geometry
and pixel shaders).

Beyond the completed new methods, we want to combine them as the final
step. We will integrate the ellipsoids and the particle system with the brain model
having arbitrary clipping planes.
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Abstract

We made the survey in September 2004 and 2006 in the University of
Debrecen, Faculty of Technical Engineering among first year engineering stu-
dents. In the beginning of the semester on the first week we examined with
a test whether the students have sufficient differences between their spatial
ability, their fundamental knowledge on descriptive geometry, since it is es-
sential for the students to look at projections and to make operations with
them and also to see the bodies with their mind’s eye. We prepared the test
in a way that it contained the important components of the spatial ability.

Keywords: spatial ability

1. Introduction

This article reports about a survey about the topic of spatial ability. In the Uni-
versity of Debrecen, Faculty of Technical Engineering we surveyed the knowledge
of 80 first year mechanical engineering students. We get most of our knowledge in
a visual way so it is very important for us how much we are aware of the language
of vision. The definition of spatial ability according to Séra and his colleagues –
relying on the ideas of Haanstra [5, p. 88] and others – is the following: “the ability
of solving spatial problems by using the perception of two and three dimensional
shapes and the understanding of the perceived information and relations” [12, p.
19].

Gardner [4] distinguishes between seven different types of intelligence: linguis-
tic, logical-mathematical, spatial, musical, physical-kinaesthetic, interpersonal and
intrapersonal. According to Gardner [4, p. 9] the “spatial intelligence is the abil-
ity of forming a mental model of the spatial world and manoeuvring and working
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with this model”. The multiple intelligence theory was improved by Maier [8],
distinguishing between five branches of spatial intelligence:

• spatial perception: the perpendicular and horizontal fixation of direction re-
gardless of troublesome information;

• visualisation: it is the ability of depicting of situations when the components
are moving compared to each other;

• mental rotation: rotation of three dimensional solids mentally;

• spatial relations: the ability of recognizing the relations between the parts of
a solid;

• spatial orientation: the ability of entering into a given spatial situation.

Vásárhelyi’s definition of geometrical spatial ability [16]: the mathematically
controlled complex unity of abilities and skills that allows:

• the exact conception of the shape, the size and the position of the spatial
configurations;

• the unequivocal illustration of seen or imaginary configurations based on the
rules of geometry;

• the appropriate reconstruction of unequivocally illustrated configurations;

• the constructive solution of different spatial (mathematical, technological,
etc.) problems, and the imagery and linguistic composition of this solution.

Séra and his colleagues [12] are approaching the spatial problems from the side
of the activity. The types of exercises:

• projection illustration and projection reading: establishing and drawing two
dimensional projection pictures of three dimensional configurations;

• reconstruction: creating the axonometric image of an object based on pro-
jection images;

• the transparency of the structure: developing the inner expressive image
through visualizing relations and proportions;

• two-dimensional visual spatial conception: the imaginary cutting up and piec-
ing together of two-dimensional figures;

• the recognition and visualization of a spatial figure: the identification and
visualization of the object and its position based on incomplete visual infor-
mation;
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• recognition and combination of the cohesive parts of three-dimensional fig-
ures: the recognition and combination of the cohesive parts of simple spatial
figures that were cut into two or more pieces with the help of their axono-
metric drawings;

• imaginary rotation of a three-dimensional figure: the identification of the
figure with the help of its images depicted from two different viewpoints by
the manipulation of mental representations;

• imaginary manipulation of an object: the imaginary following of the phases
of the objective activity;

• spatial constructional ability: the interpretation of the position of three-
dimensional configurations correlated to each other based on the manipula-
tion of the spatial representations;

• dynamic vision: the imaginary following of the motion of the sections of
spatial configuration.

The conventions of the spatial representation can be taught effectively at the
age of 9–12. The demand for the visualisation and drawn expression of the three-
dimensional space appears at the age of 12–14. According to the experience of
art teachers, the space representation has to be taught for some children because
they would never reach that level by themselves. [12] Therefore our image and
definitions of space are not congenital; they are the result of a long developmental
and experimental learning process.

Mental Cutting Test (MCT) is one of the most widely used evaluation method
for spatial abilities. Németh and Hoffmann [9, 10] presented an analysis of MCT
results of first-year engineering students, with emphasis on gender differences. They
used the classical MCT test for first-year engineering students of Szent István
University. Németh, Sörös and Hoffmann [11] attempted to find possible reasons
of gender difference, concluding, that typical mistakes play central role in it. They
show typical mistakes can be one of the possible reasons, since female students
made typical mistakes in some cases more frequently than males.

2. The survey and its results

We made the survey in September 2004 and 2006 in the University of Debrecen,
Faculty of Technical Engineering among first year mechanical engineering students.
In the beginning of the semester on the first week we examined the students’ spatial
ability and fundamental knowledge on descriptive geometry, since it is essential for
the students to look at projections and to make operations with them and also
to see the bodies with their mind’s eye. 80 students took the test. The students
had 50 minutes to complete the task sheet. We prepared the test in a way that it
contained the important components of the spatial ability.
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Shea and his colleagues [13] state that the intellectually talented adolescents
who has better spatial than verbal abilities are more likely to be found in the field
of engineering, computer sciences and mathematics. We according to the researches
of Shea and his colleagues [13], expect a good result from engineer students.

The tasks of the test:
1. The network of a cube was cut by the bordering lines and after making the

flexion the cutting lines that became next to each other we stuck together. The
axonometric representations of the cube, the stuck edges are marked with a wide
line and we numbered them. Mark those cutting lines with the same number on
the network that was moved next to each other by sticking! [14]

2. Which of the bodies that are numbered on the sheet can enter the lined gap?
[14]
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3. Make pairs of these bodies and projection pictures! [3]

1
2
3
4
5
6
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4. Make an axonometric picture according to the projections!

5. Make the projections of the given body!

Figure 1 shows the performance of the students on the test.
Following the theory of Séra and his colleagues [12] we made the task sheet

from the more important types of tasks. The first task focuses on the imaginary
manipulation of the solid. The task is to follow such phases of the objective activity
that consist of the complex spatial transformation of the solid. The second task
focuses on the imaginary rotation of a three-dimensional figure. The third and
fifth tasks belong to the types of tasks that deals with representation and reading
of the projection. By mobilizing the experience of the motion, changing the inner
viewpoint, imaginary rotation, manipulation of mental representations, and the
task is to produce and draw the two-dimensional projection picture of a three-
dimensional solid. This type of task is characterized by analytical operations from
concrete to abstract. The fourth task is a reconstructural task. We have to create
the axonometric picture of the solid based on the projection pictures. During
the reconstruction the student synthesizes the visual information by studying the
projection pictures. The map will be constructed by the series of changing the
inner viewpoint by harmonizing three channels.

The first three tasks were solved with an 80 percent success or more. The
imaginary manipulation of the object, the imaginary rotation of a solid and reading
of projection went well. Some of the students wrote the numbers to a wrong place
in part two of task 1. The 14 percent of the students gave only one solution in
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Figure 1: The results of the test

task 2.
The task 3 was the biggest success, where the bodies had to be compared

with the projection pictures. To make the task more difficult, there were more
projections as bodies. Some of the students wrote wrong letter to body 1 or body
3 or body 6.

Task 4 and 5 were like task 3, but here the projection or the body was missing.
As opposed to this, these tasks were the least successful. The 36 percent of the
students reconstructed the solid incorrectly or incompletely based on its projection
picture in task 4 (Figure 2). Some of the students did not even start the task at
all.

Figure 2: Some solutions of the students (Task 4)

55 percent of the students reversed the order of projections or represented in-
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completely (Figure 3).

Figure 3: Some solutions of the students (Task 5)

Further study of spatial ability and other tests with more tasks from the more
important types of tasks are among our future aims.

3. Summary

The results of the survey prove that it causes a problem for many students to
imagine a spatial figure, the reconstruction and representation of the projection. In
contrast to Shea and his colleagues [13] we found that the students of our survey,
they do not have really good spatial ability. How could we develop the spatial
ability?

Lord applied a 30 minutes practise on a 14 weeks course with first/second year
students where they had tasks in which they had to cut three-dimensional solids
in their mind and then they had to draw the surface of the two-dimensional planes
they got. [7] In the post-test the spatial awareness and efficiency became better.

Field [2] describes work conducted at Monash University aimed at measuring
spatial skills, improving the sensitivity of visualisation tests, and developing the
skill for some engineering undergraduates. The testing of undergraduate students
at Monash University has indicated the following factors:

• First level engineering students are to possess specially higher spatial skills
than the general population.

• Spatial skills are not measurably developed by a conventional mechanical
engineering undergraduate course.

• A special course with about 50 contact hours appears to have been success-
ful in developing visualisation skill in first level engineers. (There is some
evidence that freehand drawing of three dimensional objects, in orthogonal,
isometric and perspective views makes a major contribution to the develop-
ment of spatial skill.)
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According to Horváth and his colleagues [6] in the teaching and learning of
geometry the three-dimensional models can be a great help. It is much easier to
imagine and represent the different views of a solid when we can see the formal
characteristics. The proper use and frequent study of spatial visual aids can result
in such an inner spatial vision that makes the individual imagination of the spatial
relations possible. [16] The effectiveness of teaching spatial geometry can be influ-
enced to a great extent by using several different models that we can even prepare
ourselves. Vásárhelyi [15] calls the attention to the use of computers besides the
traditional models, because they provide help for the motivation of the students.
According to Vásárhelyi [16] it is practical to make four periods in the usage of
models:

• with models,

• with models and their pictures,

• with pictures and their prepared models or animated pictures,

• problemsolving only with the help of pictures.

Bakó [1] was studying the conditions of the beneficial usage of computer in the
teaching of spatial geometry. On the grounds of her researches she concluded that
in acquiring the basic definitions of spatial geometry and the cognition of solids,
the usage of models are still needed. After the development of basic abilities, the
computer can get a role in developing the spatial intelligence from the 7th year of
the primary school. She found that the help of the computer could develop all of
the skills given by Maier [8]. At the same time, she experienced that we should not
overdo the use of computers, because the explanation of the teacher, the usage of
models and individual work are needed as well.

Development of the spatial ability is a very important task because we have to
understand and develop the geometry knowledge of the students in the unity of the
theoretical knowledge and the spatial abilities. Every skill, like the spatial ability
as well can be developed at the right age with the suitable teaching strategy.
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Abstract

Spatial visualization of first-year engineering students has been evaluated
at the beginning and at the end of the two semesters, which contain the
essential Descriptive Geometry courses. The evaluation has been processed by
Mental Cutting Test (MCT) which is one of the most widely used evaluation
method for spatial abilities. In this paper we present an analysis of MCT
results of the students, with special emphasis on gender differences. The
development is found to be considerable while gender differences have became
even more significant during this period.

Keywords: spatial visualization, spatial skills, MCT, gender differences
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1. Introduction

Spatial abilities are obviously essential in engineering studies. These abilities
are not determined genetically, but rather a result of a long learning process. This
fact is proved by Piaget’s experiences and examinations by twins [1]. Due to Wallon
a certain minimum of spatial imagination is a common basement and requirement
for all kind of intelligence [2]. Since there are various theories about intelligence
itself, there are also different approaches to spatial imagination: while Lohman
considers three factors of spatial abilities as visualization, spatial orientation and
fast rotation [3], McGee defines it as “the ability to mentally manipulate, rotate,
twist or invert pictorally presented stimuli” [16] and classifies five components of
spatial skills as spatial perception, spatial visualization, mental rotations, mental
relations and spatial orientation.
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The measurement of spatial abilities is standardized by international tests,
among which Mental Rotation Test (MRT) and Mental Cutting Test (MCT) are of
greatest importance. Mental Rotation Test is introduced by Vanderberg and Kuse
[17], while Mental Cutting Test, originally developed for entrance examination in
the United States [18], has a long history and widely used for testing the spatial
ability of students at any level. Other tests can also be mentioned like Objective
Test on Orthographic Projection (OTO) evaluating the effects of the education
in orthographic view [6], or Space Imagination Test (TPP) developed by interna-
tional cooperation in VEGA project [10], or a test by Guay entitled Purdue Spatial
Visualization Test [4]. This latter test consists of three parts: Developments, Ro-
tations and Views. Developments consists of 12 questions designed to see how well
students can visualize the folding of developments into three-dimensional objects.
Rotations consists of 12 questions to evaluate the visualization of the rotation of
three-dimensional objects. Finally Views consists 12 questions to visualize how
three-dimensional objects look like from various viewing positions. Similar test has
been applied in [13].

The aim of this paper is to evaluate classical MCT test results of first-year
engineering students in Hungary, with special emphasis on gender differences.

2. The Mental Cutting Test

In our project we used the standard Mental Cutting Test, which consists of 25
problems. In each problem a perspective drawing of a solid body is given, which
has been cut by a plane. Students are asked for choosing the cross section among
the 5 given alternatives, always one being correct.

Basically there are two different types of problems can be found in MCT: pattern
recognition problems and quantity problems [7]. In the first category one can find
strongly different alternatives of possible cross sections, thus the right solution can
be found simply by recognizing the pattern of the section from the spatial figure.
In the quantity problems, however, some of the cross sections are similar (more
precisely affine) to the correct one, thus the right answer can be determined only
by guessing the relative quantities, like ratios of lengths or angles between the
edges.

Most of the solids in MCT have relatively complicated, unusual forms, some of
them are truncated cubes, others are curved objects, like cylinders. As Tsutsumi
et al. reported in [8], failures are mostly based on the fact that students are not
able to recognize the spatial form of the object.

3. Results - Improvement of spatial ability

Here we used the classical MCT test for first-year engineering students of Szent
István University. At the beginning of the first semester 250 students filled the
MCT test, third of them being females. Based on these tests gender differences
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have been studied in [14], while typical mistakes have been observed and examined
in [15].

Figure 1: Correct answers at the beginning of the first semester
(white) and at the end of the second semester (dark).

At the end of the second semester, which included various descriptive geometry
studies, like Axonometry, Monge-projection and partly Perspective Drawing, more
than 100 tests have been filled by these students. Main purpose of our study was
to evaluate the improvement of spatial abilities after these Descriptive Geometry
courses. Diagram in Fig. 1 shows the overall development of the students, where
the improvement is obvious, especially in the lowest and highest rankings. Means
of the results before and after the semesters show statistically significant difference
at the level of 98% by one-sample t-test [5].

There are few problems where the results were lower at the end of the year.
These are all quantitative problems, that is sections are closely related in structure,
differing only in lengths and angles. These problems seem to be the hardest ones
for the students.

Figure 2: Problem 118: section of a cylinder.
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In problem 118 (Fig. 2), however the improvement was more than 20%. This is
the section of a cylinder, which is studied at the end of the second semester, thus
students may remember well for this problem .

Gender differences were also evaluated before and after the semesters. At the
beginning of the semester, similarly to the results of Tsutsumi [7], we observed
significant difference between male and female students [14, 15].

At the end of the semester this difference were also significant, measured by
two-sample t-test [5]. As one can observe in diagrams of Fig. 3 and Fig. 4, the
improvement of spatial ability is even higher for male students, which yields that
gender differences were getting stronger.

Male students achieved especially high degree improvement in the highest range
(between points 22–25), from 8.82% to 29.79%, but development is also remarkable
in the second highest range (between point 19–21) (Fig. 3).

For female students the improvement of spatial ability is not as remarkable and
obvious, as for males. There is good improvement in the lowest range (between
points 0–9), and some development (although far from that one by males) in the
highest range (between points 19–25). The most obvious improvement can be
observed in the middle range (between points 10–15) (Fig. 4).

These results support our strong belief that teaching descriptive geometry can
highly improve the spatial ability of students. However this improvement is more
reliable in the case of male students, female engineering students can also gain
some extra ability during these courses, especially those who had only limited
spatial imagination previously.

Figure 3: Improvement of spatial ability of male students.
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Figure 4: Improvement of spatial ability of female students.

4. Conclusion and further research

Spatial imagination of engineering students has been studied in this paper.
Their abilities were tested by the standard MCT tool which is widely used for this
purpose. In accordance with the international experiences we observed relevant
improvement after two semesters of descriptive geometry courses. Differences in
male and female students’ abilities, however, remained the same, development of
male students was more significant. Future work will be focused on longitudinal
research with regular testing periods along their university studies.
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